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A relatively parsimonious set of climate change impact formulas has been designed for examining
consequences of policy decisions. Included are impacts on economic productivity from changes in
global and regional average temperature and atmospheric carbon dioxide concentration on agri-
culture, forestry, and HVAC (heating, ventilation, and air conditioning). The impact of sea level
change is included because it is particularly significant for one of the sixteen geographical regions
examined. Impacts of temperature change on diseases and storm damage are also included. Re-
duction of space heating costs and increases in agricultural productivity are overwhelmed in some
regions by negative impacts as temperature increases. Carbon dioxide fertilization of agriculture
and forestry is countered by coral reef damage and costs associated with direct impacts of elevated
CO2 concentrations on human productivity. One example is shown that has no implementation of
new policies to further limit greenhouse gas emissions up to and beyond a time where economic
impacts are becoming increasingly disadvantageous. Other examples allow for mitigation of carbon
emissions or solar radiation management.

1. Motivation

Obtaining experimentally derived information relevant to expected future human response to cli-
mate change from simulation exercises [1] requires constructing an impact assessment analysis that
is sufficiently realistic, but also transparent enough that participants can understand its implica-
tions during a tractable orientation period. These requirements are not consistent with general
and partial equilibrium models with large numbers of market components, such as that of the
Global Trade Analysis Project (GTAP) [2]. Of the various models reviewed by Stanton, Ackerman,
and Kartha [3] and chosen for study by Gillingham et al. [4], other than RICE [5] and FUND [6]
many were too complex for the present purposes. Application of formulas for impacts of climate
change on economic productivity from Burke, Hsiang, and Miquel [7] would give results that differ
substantially from those from the type of approaches used in FUND and herein. Here there is no
attempt to resolve such discrepancies, just a caution that the type of analysis presented here could
give very different results if the kind of approach used by Burke, Hsian, and Miquel were adopted.
A framework based on the FUND 3.9 model [6, 8] was chosen over a recent version of the RICE
model as a starting point because the FUND model separates impacts of changes in global average
temperature and atmospheric carbon dioxide concentration. Such separation is needed in case the
model described here is used for examination of solar radiation management (SRM) options [9, 10].

The FUND 3.9 model documentation describes impact estimates variously as changes in produc-
tion, consumer and producer surplus, dollar value of a resource, expenditures, net present costs,
value of a statistical life or year of morbidity, or economic damage. These are all converted here
to percentage changes in gross domestic product. As in the RICE model, here it is assumed that
economic impacts of climate change influence a gross domestic product (GDP) that has a com-
ponent proportional to bK1−ωLω where b is productivity, K is time-varying capital stock, L is
time-varying labor supply, and ω is referred to as the labor fraction of production. This is similar
to the approach used in RICE models. However, here each region has a minor part of base total per
capita GDP that is approximated as constant in time. The time-varying part of per capita GDP
is referred to as incremental per capital GDP and denoted by the symbol yr with the subscript r
ranging over the sixteen geographic regions in the model. Also, the labor supply that contributes
to the increment in per capita GDP over that constant base is proportional only to the increment
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in population over year the first year for which annual estimates of population were used, which is
1820. That population increment is denoted by the symbol Pr. The reasons for this approach and
its method of implementation are described below and in a companion report [11]. Formulas and
parameters for yr and Pr are given below in Appendix C.

Here, productivity that contributes to the incremental per capita GDP is written as b = (1+ϵD)a,
where a is a logistic function and ϵ = 0.01. Values of D are thus percentages of fractional impacts
on productivity. The symbol D is chosen as a reminder that negative values of D correspond to
damage to economic productivity. The FUND 3.9 GDP impacts are based on assessments during
a time when climate change was evolving slowly enough that the percentage impacts on GDP are
assumed to be approximately equal to the changes in productivity divided by ω (c.f. Appendix C).
For the purpose of drawing upon estimates of economic impacts of climate change, the differences
between the FUND 3.9 base year of 1990 and a reference year 2019 used as a starting point
for extrapolations here (c.f. Appendix B). Historical percentage changes in productivity are thus
approximated here as equal to ω times percentage changes in GDP. The graphical results presented
here are for percentage changes in productivity.

Herein, Section 2 gives a definition of the model components. Section 3 comments on rationale
for choices of model components and their relationship to the FUND 3.9 model. Section 4 provides
some results consistent with extrapolations of fits to sixteen geographical regions’ per capita GDP
and population and with extrapolations of atmospheric carbon dioxide concentration, < CO2 > [12]
and global average temperature [13, 14]. That is supplemented with estimates of resulting sea
level dependence on global average temperature following Grinsted, Moore, and Jevrejea [15] and
dependence of coral reef loss on < CO2 > following Brander et al. [16]. Appendix A includes tables
describing geographic regions. Appendix B lists values or sources for the original formulas and
parameters used and describes approximations and simplifications used to obtain the description of
the GDP impact model presented in Section 2. Appendix C lists parameters used for extrapolating
per capita GDP and population fits to historical data and United Nations population extrapolation,
for each region. Appendix D gives formulas for anthropogenic atmospheric emissions of carbon in
the form of carbon dioxide.

2. Model Description

In this section, the geographic regions used are illustrated graphically. Three aspects of the model
are described in different sections of this report. This section lists formulas and parameters used.
Section 3 provides information why these formulas were chosen. Appendix B provides details that
would be useful for someone who wanted to do calculations with such a model while constructing
updated or alternative lists of the parameter values. Formulas are given in this section for evolution
of percentages changes in productivity associated with changes in global average temperature,
< CO2 >, sea level, and fractional loss of coral reef areas due to surface ocean layer acidification.
All of the impacts estimated are changes from reference year 1990.

2.1. Geographic Regions. The sixteen geographic regions used here are illustrated in Figure 1.
Table A1 lists, by International Standards Organization code [17], how countries and other UN
reporting units are assigned to each region. Table A2 gives full names of some of the included
reporting units. Table A3 lists what is included in the SIS (Small Island States) region. Some, but
not all, reporting units not recognized by the United Nations as sovereign states are assigned to
regions containing countries that they are associated with. The assignment of islands was generally
based on geography for cases where adequate data on economic production was available and by
political association otherwise.
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Figure 1. Geographic regions.

2.2. Impact Formulas. The formulas listed here contain both global and region-dependent pa-
rameters. Values of those parameters are collected in Tables 1–5. (The numbers of digits included
throughout this report for numerical values are chosen to facilitate independent reproduction of the
results with minimal concern about rounding truncations, not to represent underlying accuracies.)
Each region has seventeen additive components of impact formulas. Each component of impacts
on productivity for each region is equal in Julian year 2019 to the values (in units of percent) of
ωcXY

r , with values of cXY
r listed in Table 4 and the formula for and rationale for use of the constant

ω = 0.675 described in and after Table C2. The second letter in the superscripts is T for impacts
due to temperature changes and C for impacts due to changes in < CO2 >.

For years t0 = 1990 and beyond, the impacts on economic productivity are ωfXY
r

(2.1) fXY
r = cXY

r (yr/y1r)
ζrgXY

r /gXY
1r

for agriculture. For the other impacts, formulas for fXY
r are

(2.2) fXY
r = cXY

r (yr/y1r)
ϵXY 2

−(t−t1)/tXY
1/2 gXY

r /gXY
1r

Here yr are functions of time for each region that are proportional to increments of per capita
production over a constant base levels, and yr1 are the values of yr for Julian year 2019. The for-
mulas and parameter values defining yr are in Appendix C. The formulas and parameters for the
increments Pr of population over a base value for each region that are referred to in row WT of
Table 1 are also in Appendix C.

Functional dependences on global average temperature and < CO2 > are listed in Table 1. There
are equations below for Σr and R, used for sea level and coral reef damage respectively. All of the
expressions for gXY

r are independent of the region r, except for gWT
r (for water) and gOT

r (for sea
level).
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Table 1. Impact Formula Constants and Functions, with T = τ − τ0

XY ϵXY tXY
1/2 (yr) gXY

r Type

RT (τ ′)2 − (τ ′0)
2 agriculture

LT T agriculture
QT T 2 agriculture.
AC ln(< CO2 > / < CO2 >0) agriculture
FT - 0.31 0 T forestry
FC -0.31 0 ln(< CO2 > / < CO2 >0) forestry
WT -0.15 138.6 (Pr/P1r)

ϵWT T water
HT -0.20 0 ArcTan(T ) heating
CT -0.20 0 τ2 − τ20 cooling
VC -1 0 < CO2 > − < CO2 >0 ventilation
OT 0 0 Σr − Σ0r sea level
OC 0 0 R−R0 coral reefs
DT -1.58 30 T mortality
MT . -0.42 30 T morbidity
VT -2.65 16 T vectors
ST -0.514 0 T property damage
KT -0.501 0 T storm deaths

The value used in Table 1 for < CO2 > in 1990 is < CO2 >0= 353.3 ppm (parts per million by
volume) [12]. The function of time τ is the difference in annually and globally average temperature
from the temperature that would be in thermal equilibrium with radiative forcing averaged over
11 years centered on Julian year 1750. The function T = τ − τ0 with τ0 = 0.7151◦C. A prime
indicates annual rate of change, and the value of τ ′ in 1990 is τ ′0 = 0.0166◦C/yr. These values were
calculated by solving a first order differential global heat balance equation containing parameters
fitted to historical data [18].

Here, 0 and 1 in a subscript refer to Julian years 1990 and 2019 respectively. For example,
the notation gXY

1r refers to the values of the functions gXY
r in Table 1 evaluated for year t1=2019.

Values for income elasticities ϵXY and the half-lives tXY
1/2 of the water supply and medical technology

improvement timescales are listed in Table 1. Values of the region-dependent percentage impacts
cXY
r on GDP in 2019 are listed below in Table 4. Values of other constants referred to in Section 2
are listed in Tables 2, 3, and 5.

The constants ϵXY in the formulas for fXY
r are referred to here as elasticities with respect to per

capita GDP. For agriculture, income elasticities are the different values of ζr listed in Table 2. The
constants ζr are coefficients from log-linear fits to data from the Food and Agriculture Organization
(FAO) [19] and GDP for each region, as described in Appendix B and listed in Table B1. The other
constants ϵXY listed in Table 1 are the same for each region.
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Table 2. Agriculture Fraction vs. per Capita GDP Exponents ζr

USA CAN WEU JPK ANZ CEE FSU MDE
-0.769 -0.669 -1.002 -0.942 -0.894 -1.045 -0.573 -0.919

CAM SAM SAS SEA CHI NAF SSA SIS
-0.680 -0.218 -0.715 -0.558 -0.530 -0.568 -0.711 -1.446

In Table 1, a formula used for sea level impacts is

(2.3) Σr = (1 + σr)H
σr
m (τ − τS)

where Hm = H/(1m) and H = H0 + S. The expression

(2.4) S = aS

∫ t

t0

(τ − τS)dt

gives the change of global sea level in meters since 1990, τS = 0.1626◦C is the value of τ at which
sea level would be in equilibrium, and aS = 0.0063 (m/◦C)/yr. For the formulas in Table 1,
H0 = 0.26 m is the increase in sea level in meters from 1750 to 1990 [13, 15]. (The denominator of
1 m is included in the definition of Hm to make the formulas dimensionally correct.) Values of the
exponents σr are listed in Table 3.

Table 3. Sea Level GDP Exponents σr

USA CAN WEU JPK ANZ CEE FSU MDE
-0.417 -0.749 -0.727 -0.588 -0.452 -0.807 -0.445 -0.372

CAM SAM SAS SEA CHI NAF SSA SIS
-0.322 -0.244 -0.070 -0.188 -0.292 -0.663 -0.201 -0.333

The global coral reef survival fraction R of year 1750 coral reef area, as used in the formula for gOC
r

in Table 1, is

(2.5) R = γOCAOC/(1 + γOCAOC)

where γOC=0.56 (pH units)−1. The absolute value of the change pH units of upper ocean acidity
from 1750 is

(2.6) AOC = αOC(< CO2 > − < CO2 >OC)
βOC

with αOC = 0.00569, βOC = 0.67 and < CO2 >OC=280 ppm [16].
The values of τ0, τ

′
0, < CO2 >0, τS , H0, aS , the population and per capita GDP parameters

listed in Appendix C, and thus cXY
r , depend on the models of historical data drawn upon for this

study [12, 18], as described in more detail in a companion report [11]. Those parameters are fixed
for the present study, but the fixed values of cXY

r would be different if the method for evaluating
them that is described in Appendix B were changed by an investigator who used different model
parameters than drawn upon here.

Some of the formulas in the FUND 3.9 model documentation depend on regional average temper-
ature, and some depend on global average temperature, as described in Appendix B. Here, constant
ratios of regional to global average temperature have been absorbed in the values of cXY

r listed in
Table 1. That helps to simplify the form of the equations for fXY

r .
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Table 4. Productivity impact coefficients cXY
r

USA CAN WEU JPK ANZ CEE FSU MDE Type

AR -.0097 -.0028 -.0013 -.0004 -.0011 -.0016 -.0020 -.0010 ag (τ ′)2

AL .0342 .2010 .0214 .0171 .0985 .0839 .1205 .0549 ag T
AQ -.0111 -.3026 -.0090 -.0055 -.0224 -.0216 -.0348 -.0151 ag T 2

AC .0666 .0405 .0903 .0554 .1809 .0097 .1016 .0724 ag CO2

FT .0013 .0003 .0006 .0011 -.0030 .0014 -.0007 0 forestry T
FC .0004 8E-5 .0002 .0003 -.0009 .0004 -.0002 0 forestry CO2

WT -.0311 -.0273 -.1331 .0001 .0001 -.3394 -1.1416 -.0602 water
HT .2635 .2347 .1497 .1282 .0906 .2750 .2954 .2028 heating
CT -.0868 -.0770 -.1540 -.0120 -.0084 -.0744 -1.0934 -.0962 cooling
VC -.0135 -.0166 -.0180 -.0206 -.0184 -.0346 -.0483 -.0408 ventilation
OT -.0003 0 0 -.0141 -.0138 0 0 -.0040 sea level
OC -4E-5 0 0 -.0003 -.0191 0 0 -.0009 reef loss
DT -.0144 -.0193 -.0054 -.0003 -2E-5 -.0054 -.0791 -.0109 mortality
MT -.0042 -.0053 -.0015 -.0004 -.0002 -.0020 -.0207 -.0004 morbidity
VT -2E-6 -3E-6 -3E-5 -.0003 -1E-6 -4E-5 -5E-5 -.0028 vectors
ST -.0084 -.0005 -.0006 -.0019 -.0041 -.0001 -.0003 -4E-5 property
KT -.0073 -4E-5 -7E-5 -.0011 -.0003 -3E-5 -.0001 -3E-5 storm deaths

CAM SAM SAS SEA CHI NAF SSA SIS Type

AR -.0012 -.0006 -.0010 -.0003 -.0016 -.0012 -.0014 -.0010 ag (τ ′)2

AL .0886 .0085 .0642 .0191 .1462 .0707 .1190 .0397 ag T
AQ -.0215 -.0057 -.0151 -.0057 -.0403 .-0202 -.0256 -.0069 ag T 2

AC .1751 .1343 .1114 .1105 .3740 .0924 .1934 .1980 ag CO2

FT .0005 .0006 .0008 .0013 .0012 0 .0003 0 forestry T
FC .0001 .0002 .0002 .0004 .0004 0 .0001 0 forestry CO2

WT -.0619 -.0669 -.0519 -.1301 .2016 -.4036 -.1651 -.0622 water
HT .0670 .0805 .0377 .0076 1.6358 .0090 .0039 3E-5 heating
CT -.1013 -.1084 -.1030 -.2580 -.7938 -.7564 -.3467 -.0990 cooling
VC -.0521 -.0557 -.1615 -.0641 -.0516 -.0806 -.5056 -.0696 ventilation
OT -.0044 -.0004 -.0026 -.0491 -.0003 -.0015 -.0014 -.4754 sea level
OC -.0010 -.0003 -0004 -.0072 -5E-5 -.0010 -.0047 -.0648 reef loss
DT -.0550 -.0500 -.0022 -.0079 -.0005 -.1157 -1.3205 -.0607 mortality
MT -0013 -.0012 -.0007 -.0007 -,0004 -.0022 -.0118 -.0017 morbidity
VT -.0005 -.0005 -3E-5 -.0003 -1E-5 -.0425 -.3100 -.0117 vectors
ST -.0108 -.0001 -.0043 -.0016 -.0040 -7E-7 -.0021 -.0361 property
KT -.0001 -.0001 -.0002 - 3E-5 -2E-5 -2E-5 -.0001 -.0028 storm deaths
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Table 5. Miscellaneous Impact Formula Constants

Symbol Value Units Meaning

τ0 0.7151 ◦C τ in 1990
τ ′0 0.0166 ◦C/yr τ ′ in 1990
< CO2 >0 353.3 ppm < CO2 > in 1990
H0 0.26 m Sea level increase from 1750 to 1990
τS 0.1626 ◦C τ for constant sea level
aS 0.0063 (m/◦C)/yr Seal level change coefficient
αOC 0.00569 (pH units)/ppmβOC Acidification coefficient
βOC 0.67 1 Acidification exponent
γOC 0.56 (pH units)−1 Reef damage coefficient
< CO2 >OC 280 ppm Acidification baseline < CO2 >
R0 0.909 1 Global coral reef survival fraction in 1990

3. Rationale for Impact Model Components

Using differences from year 1990 for impacts on GDP is convenient for two reasons, one practical
and one conceptual. The practical reason is that using differences from 1990, similarly to the
FUND 3.9 model, simplifies explaining the formulas used. The conceptual reason is that a clear
trend of increasing τ from the 1990s on emerged from variations around a 1980s mean temperature
that followed three decades of substantially slower increase in τ [18]. The conceptual context used
here has adaptation to anthropogenic climate change effects on GDP relatively small compared to
other influences on economic development before about 1990, but becoming appreciable enough
thereafter to be useful to analyze.

Another choice made here is avoiding use of data and analysis thereof for years after 2019.
This also involves practical advantages and an underlying conceptual framework. Compared to
regularly updating using latest data from the various years it is available for calibrating models
for τ , < CO2 >, S, R, yXY , and PXY , the approach adopted here is both simpler and avoids
dealing with variable lags between the latest year for which some data is available and the number
of years for which availability of other data lags behind that year. The conceptual framework used
here is based on the idea that global and regional perturbations associated with the international
spread of COVID-19 from 2020 and war in Europe from 2022 will end up being as transient as
previous perturbations between 1990 and 2020. Whether that proves to be the case in the longer
term remains to be revealed, but figure 3 in a companion report [11] suggests that this idea has
been reasonable at least for the short term. What is clear is that detailed modeling of such effects
and their implications for temporal extrapolations is incompatible with the above-mentioned goal
of providing a model that is close in simplicity and transparency to the one presented here.

The model described here was assembled to provide a framework to pose some interesting ques-
tions about economic impacts, not to provide answers based either on a fixed set of model pa-
rameters or on sampling of probability distributions for those parameters. This in in contrast to
the inclusion of probability distributions for model parameters in the Framework for Uncertainty,
Negotiation, and Distribution [6]. Some insight into uncertainties about many of the parameters
in the present model can nevertheless be gathered from the FUND 3.9 documentation.

The following subsections describe some of the overall rationale behind the formulation used here
for different groups of economic impacts of climate change. Then comes a summary of economic
impacts of expenditures for limiting anthropogenic CO2 emissions, inter-regional for paying for
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those expenditures, and direct costs of implementing solar radiation management. At the end of
this Section comes a discussion of the reasons for differences in income elasticity and some comments
on the role of adaptation. Appendix B provides information meant to be detailed enough to allow
revisions of the model based on different choices for parameters in the FUND 3.9 documentation
and other literature referenced.

3.1. Agriculture, Forestry, and Water.

3.1.1. Agriculture. Increases in T = τ − τ0 from 0 in 1990 initially make a positive contribution to
agricultural production. However, the fLT

r terms that have gLTr linear in T in Table 1 are offset
by terms quadratic in T if the temperature gets high enough. Depending on whether the absolute
value of the rate of change τ ′ of temperature larger or smaller than that in 1990, then there is
respectively an additional negative or positive, but much less important, contribution fRT

r that
reflects costs of adapting agricultural practices to changes in temperature.

Increasing < CO2 > in the model has a positive effect on the contribution to GDP from land-
based agriculture for each region taken as a whole. For regions with valuable coral reefs, < CO2 >
fertilization of land-based agriculture faces a countervailing effect from damage to coral reefs.

3.1.2. Forestry. Increasing < CO2 > has a positive economic effect on forestry in each region,
except for the former Soviet Union (FSU) and Australia and New Zealand (ANZ). However, both
forestry effects on fractional changes of GDP are much smaller in magnitude than the corresponding
effects on agriculture.

3.1.3. Water. Climate change is expected to affect regional patterns of precipitation and evap-
otranspiration and thus availability and cost of water supplies. As noted in a report from the
Intergovernmental Panel on Climate Change (IPCC) [20], there has been considerable uncertainty
about details of the anticipated regional distribution of changes between precipitation and evapo-
transpiration through the twenty-first century. For the FUND 3.9 model, all but one of the water
resource impacts are either very close to zero or negative. The FUND 3.9 exception is a large
positive impact for China. There is also a substantial negative impact for the FSU region. These
impacts are discussed further in the Example Results Section below.

3.2. Heating, Cooling, and Ventilation.

3.2.1. Heating and Cooling. Increasing temperature reduces costs of space heating. However, if it
gets warm enough then no space heating is needed. As in FUND 3.9, the resulting saturation of
cost savings for space heating with respect to the year 1990 is modeled here with an ArcTan(T )
function.

The cost of space cooling per ◦C of temperature reduction increases with the difference between
the outside temperature and the inside temperature. In FUND 3.9, this effect is modeled here
with a (τ − τ0)

3/2 function. To allow for the possibility of cooling below temperature τ0 with
consequent T = τ − τ0 < 0, here that function is replaced with one proportional to τ2 − τ20 . That
replacement matches the FUND 3.9 result when τ is equal to the temperatures in 1990, 2019, and
if τ reaches 4.19◦C.

Not all of the economic impact of human exposure to lower or higher temperatures is dealt
with by space heating or cooling. Here is assumed that the economic impacts of exposure to such
temperatures is the same as the cost of controlling exposure to those temperatures, because the
alternative of exercising that control is implicitly assumed to be available. This is a substantial
idealization, but it simplifies the model without delving into details of the economic impacts of
human exposure to temperature changes by other means than changing space heating and cooling.

Unlike with water supply (and unlike in the FUND 3.9 model), here there is no technological ef-
ficiency improvement as a function of time for space heating and cooling. Before population growth
and industrial uses put increasing stress on the common practice of treating water as an allocated
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free good, there is assumed here to have been a shortage of incentives for technological progress
in the water supply sector to keep up with technological progress in the broader economy. In the
energy sector, by contrast, regulatory barriers and sporadic cooperation amongst exporters pro-
duced price pressure that stimulated technological improvements. There are also intrinsic physical
limits to energy efficiency, so some of the time-dependent autonomous energy efficiency improve-
ments (AEEI) in tables of externally generated AEEI scenarios reported for FUND 3.9 may not be
realized. Avoiding AEEI scenarios here both simplifies the model and pays attention to differences
between water and energy supplies. While it may be maintained that it is also physically impossible
for water supply efficiency to approach infinity asymptotically with time, the approximately 139
year half life in the water supply efficiency factor used here (and in FUND 3.9) is longer than the
remaining time in twenty-first century where important decisions concerning future evolution of
< CO2 > and τ may be particularly pressing.

3.2.2. Ventilation. Since the documentation of the FUND 3.9 model became available, there has
been more recent research on the impact of CO2 exposure on human cognitive function [21, 22].
Increasing levels of outdoor < CO2 > increase the cost of ventilation needed to limit the impact
of CO2 on people in enclosed spaces. If outdoor < CO2 > becomes large enough, it becomes
impractical to control inside exposures by increasing ventilation without also scrubbing CO2 from
inside air. To simplify this complicated picture, the model used here is based on the cost [23] of
removing from a standard outside air intake rate the part (< CO2 > − < CO2 >0) of the outside
ambient CO2. As detailed in Appendix B, the air intake rate is based on establish ventilation
standards [24] in (l/s)/m2 times a reference m2/person of indoor space [25]. As with space heating
and cooling above, for situations where human exposure to CO2 is not in fact controlled it is
implicitly assumed that the productivity cost of not doing this is equal to the cost outlay for doing so.
In practice, CO2 scrubbing is more likely to be used first in work environments large enough to need
active ventilation control systems in any case. That kind of situation is more likely to have costs that
scale with annual scrubbing amounts, in contrast with costs dominated by paying for ventilation
systems that would otherwise not normally be installed. For situations where the outside < CO2 >
level is low enough to allow the possibility of increasing ventilation rates instead of scrubbing CO2,
or to accept human exposure to increasing CO2 rather than limiting that exposure, the same linear
model linear model with cost in proportion to (< CO2 > − < CO2 >0) is nevertheless used for
simplicity. Note that the ventilation impact is linear in (< CO2 > − < CO2 >0), while the CO2

fertilization effect is proportional to the logarithm of < CO2 > / < CO2 >0. Thus, in the long run
if < CO2 > increases enough, the combination of these effects in this model can become negative.

3.3. Sea Level and Coral Reef Loss.

3.3.1. Sea Level. The FUND 3.9 model has a complex set of interactions between coastal protection
and loss of dry land and wetlands. The simplification used here accounts only for the rate of loss
of dry land. Additional loss of wetlands and partially compensating coastal protection efforts are
omitted for simplicity. The overall extrapolated effect of sea level rise is much smaller than the
sum over all other negative effects of increasing global average temperature, except for the Small
Island States (SIS) as discussed in the Example Results Section below.

It is the rate of land loss, e.g. due to loss of improvements that have not fully depreciated, that is
assumed here to affect GDP. Each region is assumed to have a large enough overall supply of land
on which to replace those assets that there is not a permanent impact on GDP from flooding of
coastal land, (This approach implicitly assumes that political barriers will ultimately prove to have
limited effectiveness in limiting migration of people within each region; c.f. comments on migration
below.) The exponents σr in Table 3 reflect geographic information on how much more rapidly
than linearly land elevation increases with distance from the coast.
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3.3.2. Coral Reef Loss. The FUND 3.9 model includes an estimate of the global cost of biodiversity
reduction as a function of global average temperature. It assigns the total cost in proportion
to the GDP of each region, divided by a function of per capita GDP. While anthropogenically
driven species extinction has recently gained global attention, it is difficult to untangle how much
can be ascribed to changes in global average temperature versus other human activities. To tie
ecosystem effects to more directly quantifiable costs associated with anthropogenic climate change,
the present approach instead uses estimates of the cost of coral reef loss as a function of upper ocean
acidification. Fractional loss of preindustrial reef area listed above is R = 0.56AOC/(1+ 0.56AOC),
with acidity changes AOC = 0.00569(< CO2 > − < CO2 >280)

0.67. (The baseline preindustrial
< CO2 > from the reference for this formula [16] is < CO2 >280=280 ppm.) Additional coral reef
damage due to ocean temperature increases is not accounted for. This implicitly, and quite possibly
optimistically, assumes that some combination of local controls of ocean temperature and reseeding
reefs with coral varieties or species adapted to higher temperatures is feasible. As with sea level
rise, the purpose of this approach is to suggest where impacts on wild species might have particular
identifiable economic impact, rather than to provide a more complete quantitative model of the
economic impact of overall ecosystem changes.

3.4. Diseases. Impacts of temperature modeled include mortality and morbidity from diarrhea,
and mortality from three vector-bone diseases. Those vector-borne diseases are malaria, dengue
fever, and schistosomiasis. Increasing regional average temperature tends to make economic impacts
more negative for all of these except schistosomiasis. However, the impact of malaria dominates
over that of schistosomiasis in all sixteen regions. Increases of regional per capita GDP are taken
to reduce the percentage change in GDP due to all of these diseases. However, there are also
more globally distributed efforts to control these diseases, notably but not exclusively in the case
of malaria. Included in Table 1 are thus estimates [26, 27] of the inverses of half-lives for decline of
the economic impact of included diseases to continue in addition to effects of regional increases in
per capita GDP.

Not included here is an effect of changes in regional average temperatures on deaths from cardio-
vascular disease. While deaths associated with weather that produces large temperature excursions
are sometimes well publicized, they can be avoided to some extent by improvements in space heating
and cooling and adaptations of human behavior [28]. It is assumed here that the cost of controlling
cardiovascular deaths associated with regional temperature changes is subsumed in the space heat-
ing and cooling costs described above. For heating, ventilation, and air conditioning (HVAC) in
general, it is implicitly assumed that human health impacts from sub-optimal spending on HVAC
are comparable to the costs that would be associated with otherwise extrapolated HVAC costs.

3.5. Storm Damage. Both property damage and mortality from tropical and extratropical storms
are included. For extratropical storms, the FUND 3.9 model has damage in proportion to increases
in < CO2 > over a preindustrial level. For applications where increases in radiative forcing from
CO2 are balanced by decreases in other contributions to radiative forcing (e.g. using anthropogenic
stratospheric sulfur injection), that approach would be problematic. Here, using equations in
Appendix B, the FUND 3.9 climate change driving term for extratropical storms after 2019 is
proportional to T = τ − τ0 and scaled to match the FUND 3.9 result for Julian year 2019.

The income elasticities for property damage and mortality from storms in FUND 3.9 are only
slightly different. Nevertheless, different entries for property damage and mortality from storms
are included to give an idea of which of property damage and mortality is estimated to have more
impact on GDP.

3.6. Carbon Emissions Limitations, Transfers, and SRM. The percentage impact on pro-
ductivity of multiplying extrapolated anthropogenic atmospheric carbon emissions from region r



11

by a a time-dependent function fr < 1 is

(3.1) DEr = −ωαE(1− fr)
βE (1 + fget,r)

where fget,r =Min[fTr, 0] < 0 if and only if region r receives transfer payments. Here FTr are input
constants, and the constants fgive,r =Max[fTr, 0] used below are positive for regions that provide
transfer payments. Estimates of αE = 3.76 and βE = 1.86 are from a least squares fit to the middle
of U.S. Congressional Budget Office estimates of GDP reduction [29] as a function of the emissions
reduction fraction estimated for application of emissions caps in the 2019 American Clean Energy
Act draft legislation H.R. 2454 [30], from Julian year 2015 through 2050. The percentage impact
on productivity for the paying regions is given by

(3.2) DTr = −ωΣpayfgive,r/GDP,r

where

(3.3) Σpay = αE

∑
r

(1− fg,r)
βEfget,rGDP,r

Here GDP,r = Pryr for each of the sixteen regions, using the formulas and parameter values for Pr

and yr given in Appendix C.
The annual rate in MtonneS/yr of stratospheric sulfur injection required to produce a radiative

shielding of ∆F is approximated, and the impact on productivity of the region paying for the
direct cost of the sulfur injection is estimated, as follows: The results presented here depend on
the time rate of change τ ′noSRM of τ as plotted in Figure 2a, the radiative forcing FΣ corresponding
to the evolution of <CO2> and other historically calibrated contributions to radiative forcing [31].
with SRM the temperature and total radiative forcing, stratospheric sulfur injection rate, and
productivity impact on the a region r paying for the direct cost thereof out of its gross domestic
product GDP,r evolve as

τSRM =

∫ t

t1

gsτ
′
noSRM dt(3.4)

gs = 1− u(gs6, gs7) + u(gs6, gs7)(1 + gs1u(gs2, gs3)− (1 + gs1)u(gs4, gs5))(3.5)

FΣ −∆F = (cthτ
′
SRM + τSRM/λ)(3.6)

SSRM = −Sref ln[1−∆F/Ftype](3.7)

DSr = −ω(cSRM/ϵ)SS/GDP,r(3.8)

where t1 = 2019. Below, with the discussion of Table 6, are listed values of the seven constants gsk
and of Sref, Ftype, cSRM used to produce the example results in that table. The global heat balance
parameters used here [18] are cth = 28.49 (W/m2)/◦C and λ = 0.5175◦C/(W/m2). The inclusion
of ϵ = 0.01 in the denominator here converts the values of DSr to percents. To avoid a singularity
as 1−∆F/Ftype approaches zero a modification of these formulas is used, but for the example with
results listed in Table 6 that correction is tiny enough to be a computational underflow and thus
is not included here.

3.7. Income Elasticities. Except for agriculture, ventilation, sea level, and coral reefs, the income
elasticities ϵXY listed in Table 1 come from the FUND 3.9 documentation, appropriately interpreted
as described in Appendix B. Region-dependent elasticities for the agricultural fraction of GDP are
included because many of them differ substantially from a globally uniform elasticity as used in the
FUND 3.9 model. (Here, income elasticity refers to per capita income.) Ventilation costs are per
capita and assumed to be constant after adjusting for inflation, so their fraction of GDP evolves
inversely with per capita GDP. Percentage GDP impacts from annual changes in seal level are
assumed to be proportional to annual land losses divided by a total land area that is approximated
as constant. This in effect assumes that the cost of annual land loss per square kilometer increases
with GDP, i.e. that use of coastal land is treated as a luxury good. This accounts for the zero entry
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in Table 1 for ϵOT . For coral reef loss, Brander et. al. [16] refer to coral reefs as a luxury good. Here
we interpret this simply as an income elasticity of ϵOC = 0. Estimates from comparisons of recent
studies of different geographic regions [16] would instead convert here to income and population
density elasticities of approximately 0.1 and -0.5 respectively. Those studies differ from the time
series approach used here for agriculture. For population density in particular, the number of people
per square kilometer of land is influenced by the very different total land areas of the geographical
regions included. So here, for simplicity, the elasticities for sea level damage with respect to income
and population are both set to zero.

3.8. Uncertainty and Adaptation. The FUND 3.9 documentation contains extensive notations
on uncertainties in model parameters, albeit without comment on whether how parameter samples
vary from nominal estimates would be expected to correlate [6, 8]. For some parameters, e.g. the
WT, HT, and CT (water, heating, and cooling) constants above in Table 4, standard deviations
listed in the FUND 3.9 documentation are equal to the absolute values of the parameters. For
some of those parameters (e.g. HT and CT), the signs of the parameters can be expected to be
known a priori. A comparatively simple way of addressing uncertainty about productivity impacts
in the present model is to multiply parameters in Table 4 by a value of x sampled from a log-normal

distribution e−(lnx/σ)2/2/(xσ
√
2π). Then, for example, choosing values for σ of 0.5, 1, or 1.5 suggest

higher, intermediate, or lower confidence in the accuracy of the parameter values listed in Table 4.
Options are then to use the same value of x to multiply all of the entries in Table 4, a different
sample for each region, or a different sample for each impact type. It would also be possible to do
this for different samples of a quadrivalent normal approximation to parameters that determine the
evolution of global average temperature for a given future for anthropogenic atmospheric carbon
emissions [13].

Even with a similar expected values of outcomes for a given emissions trajectory, uncertainty can
influence what trajectory is actually chosen. Using an earlier version of the model described here,
Chen used small group experiments to illustrate how group decision making can be influenced by
participants’ predilections toward confirmation of their own ideas or group conformity. Stronger
conformity bias correlated with lengthier decision times [32]. While the influence of outcome un-
certainty was not investigated in her experiments, higher levels of uncertainty might be expected
to weaken the influence of confirmation bias. Another possibility, which remains to be investigated
in the present framework, is that higher levels of uncertainty may prod those with confirmation
bias to stress lower probability but high consequence outcomes. It is a large leap from small group
simulations to outcomes of actual international interactions, and in any case conducting such sim-
ulations lies outside of the scope of the present report. However, the underlying principle is that
uncertainty concerning outcomes can reasonably be expected to have an influence in international
cooperation, or lack thereof, concerning climate change policy.

A common theme here is that adaptation strategies can limit economic costs of climate change
below what those costs would be without adaption. Agricultural crops and equipment can be mod-
ified, leaving modest impacts associate with the rate of change of τ as long as those changes are
not too rapid. Changes in space cooling can help control direct health effects of human exposure
to higher temperature. Changes in ventilation systems can help limit effects on human cognitive
function from exposure to higher CO2 concentrations. Changes in zoning regulations and internal-
izing costs of insuring property damage from sea level increase and storms can limit the larger costs
than would be incurred without those measures. Coral reefs can be protected, at least in part, from
changes in global average temperature. Adaptation strategies potentially allow global technological
progress on controlling diseases to be used by populations of affected countries. Migration between
regions can in principle overcome economically inefficient attempts to fragment labor markets and
help to make up for the costs of resettling migrants, but may at most only just do if not handled
in a way that addresses concerns of residents of areas receiving immigrants.
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The use of the above-mentioned assumptions about adaptations leads to lower impacts on gross
domestic product (GDP) than would follow from the opposite approach of assuming no such adap-
tations. For example, estimating damage in low lying parts of metropolitan ares by wiping away the
un-depreciated value of all current low-lying developed property results in much larger economic
impacts than replacing that value elsewhere over time. Assumptions about optimal implementation
of adaptation strategies can be expected to be overly optimistic. Nevertheless, results in the fol-
lowing Section for data-calibrated extrapolations of anthropogenic atmospheric carbon emissions,
< CO2 >, and τ , lead eventually to increasingly negative impacts on GDP in the absence of im-
plementation of new policies for limiting those carbon emissions or otherwise limiting increases in
global average temperature.

4. Example Results

Here, results are shown based on the above formulas, extrapolations of τ and <CO2 > shown in
Figure 2, and the formulas for per capita GDP and population by region given in Appendix C.
The carbon emissions formula used for extrapolation of historical trends is described in Appen-
dix D. An important caveat is that everything discussed here is in the context of one particular
extrapolation calculation, not many other possible analysis methods.
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Figure 2. (a, left) Increase of global average temperature over a value τ = 0
that would be in equilibrium with the radiative forcing averaged over 11 years
centered on Julian year 1750 and (b, right) evolution of atmospheric carbon dioxide
concentration < CO2 >.

4.1. Economic Impact Extrapolations. The following figures plot climate change impacts on
productivity as functions of time. For the evaluation of extrapolated productivity impacts ωfXY

r ,
extrapolations are needed for the ratio of each region’s incremental per capita GDP, yr, and pop-
ulation, Pr increment excess of that in year 1820, to the values of those quantities in Julian year
2019. The analysis here is limited to impacts of climate change that are small enough to report
them as percentage changes in extrapolations of historical estimates of what GDP would be with-
out accounting for influences of anthropogenic climate change. Extrapolations of regional GDP
are regional populations Pr times extrapolations of per capita GDPs. How the extrapolations of
population and per capita GDP were made is described below in Appendix C.

4.2. No Deals Results. Figure 3 shows the evolution of productivity impacts for all 16 regions.
For regions that have a positive maximum impact after 2023, the years for those maxima are
USA (2034), CAN (2045), JPK (2081), and ANZ (2090).

Some insights into the types of impacts that are important in different regions are provided in
Figures 4 and 5 and Table 5. Plotted in Figures 4 and 5a are climate change productivity impacts
divided by ω = 0.675, in units of percent. Those curves are computed from values and sums of
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the functions fXY
r defined in Equations 2.1 and 2.2. In the long-term limit, per Equations C.2 and

C.3.those curves approach percentages of incremental per capita GDP defined by Equation C.2
and plotted in Figure 5b. To allow rounding to integers, what are listed in Table 4 are percentage
changes from 2019 to 2060 of those of those percent impacts. As evident in Figure 4, including
the impact of increasing temperature on water supply increases calculated productivity for the
CHI region. Also, for CHI the impact of CO2 fertilization (primarily on agriculture) overshadows
ventilation costs and coral reef damage.

For the Small Island States (SIS) region, the fraction of total land area lost annually to rising sea
level is much larger than for other regions. This accounts for the SIS region developing the third
most negative fractional GDP impact in the bottom right graph in Figure 3. That overall regional
impact on productivity for the SIS region is relentless and broadly geographically distributed. Its
calculated value here is much larger than that from the geographically more limited scope of episodic
SIS storm damage.

For the most of Africa that composes the SSA region, the economic impact of regional warming
on diseases initially dominates all other types of impact together. This is evident from the size of
the difference between the solid and dashed curves in Figure 5. Next most important is the net cost
of space heating and cooling. That cost for the SSA region is fully dominated by costs of cooling
(or economic impacts of incurred without space cooling as temperature rises).
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Figure 3. Evolution of percentage impacts on productivity from the trajectories
of τ and <CO2 > shown in Figure 2.

For the SSA region, rising <CO2 > makes the next most important contribution to reducing
productivity. This is because the economic impact of exposure to humans of higher <CO2 >
(or the cost of limiting that exposure in enclosed spaces) is reckoned as the same per person in
purchasing power parity, while a much larger total number of people is required for a given amount
of GDP in a region like SSA with much lower incremental per capita GDP (c.f. lowest curve in the
plots of incremental per capita GDP in Figure 5).
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Figure 4. Evolution (a, left) of productivity impacts divided by ω = 0.675 for
the CHI region for total impacts (solid curve), total impact less effects of <CO2 >
increase (dot-dashed curve), and total impact less effects of <CO2 > increase and
effects on water supply (dashed curve); and (b, right) on the Small Island States
(SIS) region for total impact (solid curve) and all impacts except from sea level
increase (dashed curve).
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Figure 5. (a, left) Evolution productivity impacts divided by ω = 0.675 for the SSA
part of Africa for total impact (solid curve), all but from diseases (dashed curve),
all but diseases and heating and cooling (dot-dashed curve), and all but diseases,
heating and cooling, and <CO2 > increase (dotted curve); (b, right) evolution for
six regions of background (without climate change impacts) increment of per capita
GDP over constants b0 in Table C1.

Table 5 lists the portions from different impacts of the total absolute value of productivity declinedeclinedecline
from 2019 to 2060. These are expressed in percentages of the total percentage decline from 2019
for each region. Since Table 5 lists percentage of a decline, negative entries indicate impacts that
tend to counter that decline. For the six regions with entries in Table 5, impacts of temperature
increase on space heating and cooling costs are dominated by cooling by 2060, giving positive
numbers for the associated declines in productivity. Except for the SSA and SIS regions, the CO2

fertilization of agriculture results in net positive contribution to productivity, and thus associated
negative numbers for the percentages of decline in productivity listed in Table 5. For the SSA region
(non-Mediterranean Africa), direct effects of human exposure to carbon dioxide account (or costs
of ventilation systems to limit that exposure) account for a 64% contribution to the percentage
productivity decline listed in Table 5, overwhelming CO2 fertilization of agriculture. For the SIS
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(Small Island States) that contribution is 8%, with the addition of another 10% due loss of coral
reefs. Those effects together are sufficient to account for the positive number of 5% listed in Table 5.

Table 5. % of percentage productivity DeclineDeclineDecline from 2019 to 2060

Impact USA SAS SEA CHI SSA SIS

ag/forestry, except <CO2 > 34 6 1 8 -3 -0
<CO2 >, sum of all impacts -131 -5 -5 -16 44 5
Water 87 16 14 -22 11 6
Space Heat and Cool 102 86 81 129 76 27
Sea Level 1 2 10 0 0 60
Diseases -22 -8 -1 -0 -23 -5
Storms 30 1 0 0 0 5

In 2019, calculated impacts of temperature increase on the contribution of agriculture to produc-
tivity are all positive. The corresponding terms for forestry are small enough to have no impact of
interest despite being included for completeness when calculating the numbers in Table 5. Except
for the region that includes China, by 2060, the terms quadratic in temperature for agriculture
summed with the linear terms make only minor contributions to changes in overall productivity
from 2019 to 2060. Including CO2 fertilization of agriculture leads to increases in productivity, ex-
cept for non-Mediterranean Africa (SSA) where direct effects on human productivity have already
made an impact by 2060.

The CHI region’s impact of temperature on the cost of water supply is the only region for water
to substantially tend to counter a decline in productivity from 2019 to 2060. There is also particular
influence on productivity from temperature impacts on water resources that is a dominant negative
one for the Former Soviet Union (FSU) region.

Impacts of sea level increase are listed separately in Table 5 to emphasize their importance for the
small island states (SIS) region. That is the only region for which impacts from sea level increase
dominate all other productivity changes by 2060.

If included separately in Table 5, the cooling and heating impacts on productivity decline for
the USA region would respectively be 652% and -550% of the total impacts, mostly canceling to
give the 102% entry in Table 5. For the USA case, impacts on disease (in that case diarrhea)
and storm damage do show up as double digits in Table 6, but at an order of magnitude lower
level than for cooling. As time moves on beyond 2060, cooling costs increase quadratically while
storm damages and disease costs scale linearly with temperature, with additional decline in disease
impacts with technological progress on timescales of at most 30 years. The USA cooling costs thus
evolve to be even more dominant beyond 2060. The percentage contributions of disease impacts
to the reduction of productivity from 2019 to 2060 are slightly negative for the SAS, SEA, and
CHI, in view of global technological progress and medical progress correlated with increasing per
capita GDP outpacing the tendency of temperature rise to increase economic impacts of disease.
As illustrated in Fig. 5a, disease impacts on the SSA region are still important in 2060 and beyond;
but due to diffusion of global progress on disease control their relative importance compared to
other climate change impacts is declining.

4.3. Mitigation, Transfers, and SRM. Tables 6 and 7 compare productivity impacts of climate
change at the end of the twenty-first century to the No Deals case described above to two illustrative
examples. For the first of these, the CHI region pays for the direct cost of enough stratospheric
sulfur injection to limit global average temperature to τ = 0.56◦C by 2100. For the second example,
each region limits its carbon emissions to a multiple of extrapolated values without new policy
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implementation. As an incentive to do this, three regions cooperate to pay for some costs of carbon
emissions limitations by eight other regions.

Table 6. Productivity % Impacts in 2100

No Deals τ → 0.56◦C τ → 0.56◦C

Region D D DS

USA -0.02 0.04 0
CAN 0.14 -0.02 0
WEU -0.61 0.14 0
JPK 0.16 0.05 0
ANZ 0.27 0.18 0
CEE -0.42 0.05 0
FSU -2.20 0.07 0
MDE -0.22 0.01 0
CAM -0.24 0.26 0
SAM -0.32 0.20 0
SAS -0.28 -0.05 0
SEA -1.13 0.11 0
CHI -0.38 0.17 -0.04
NFA -3.47 0.15 0
SSA -3.27 -0.93 0
SIS -1.51 0.16 0

For the example with results listed in Table 6, input parameters were gs ={-2.9,2037,4,2067,4,2031,2}
with gs1 dimensionless and the rest in years, Ftype = 15.545 W/m2, Sref = 23.695 MtonneS/yr, and
cSRM = 0.0046 T$2019ppp/TtonneS. The values used for Ftype and Sref = 23.695 are from a fits to
global circulation model calculations by Laasko et al. [33]. That value of Sref is the average of two
nearly identical estimates from fits to sets of calculations using two different microphysics models,
of which the other gives a substantially different value of Ftype = 6.2693 W/m2. The estimate for
cSRM is based on work by Smith [10].

Table 7 lists the total regional productivity impacts D in Julian year 2100 for the indicated
transfer payment fractions fTr. The productivity impacts Dpay for making transfer payments and
the productivity impacts DE from implementing carbon emissions limitations, net of any transfer
payments received, are also listed in Table 7. For the example with results listed in Table 7,
historically extrapolated anthropogenic atmospheric carbon emissions were multiplied by 1 for the



18

JPK region. For all of the other regions, that multiple was given by

e23 = eg2/eg3(4.1)

f23 = 1/e23(4.2)

e45 = eg4/eg5(4.3)

f45 = 1/e45(4.4)

ey3 = e(t−t1)/g3(4.5)

ey5 = e(t−t1)/g5(4.6)

fp1 = (1 + f23)g3 ln[1 + e23]− (1 + f45)g5 ln[1 + e45](4.7)

fp = (f45 − f23)(t− t1) + (1 + f23)g3 ln[ey3 + e23]− (1 + f45)g5 ln[ey5 + e45](4.8)

fg = 1− u23(ts, bs3) + u23(ts, bs3)(1− g1 + g1fp/fp1)(4.9)

with g1 ={0.211,36,8,10,4}. That function decreases from 1 to an asymptotic limit of 0.779, getting
{1,10,50,90,99} % of the way to that limit in years {2028, 2032, 2044, 2063, 2087}. (With the other
parameters the same and g1 chosen to give a limit below 0.779 some regions have lower computed
welfare when part of the welfare of other regions in empathetically included in those computations
using formulas described in a companion report [11].)

Table 7. Global Partial Green Deal
fpay Fractions and

Productivity % Impacts in 2100

Region fTr D Dpay DE

USA 0.57 -0.35 -0.11 -0.26
CAN 0 0.02 0 -0.15
WEU -0.12 -0.65 0 -0.13
JPK -0.63 0.11 0 -0.06
ANZ 0 0.10 0 -0.15
CEE -0.31 -0.46 0 -0.11
FSU 0 -2.01 0 -0.15
MDE -0.63 -0.22 0 -0.06
CAM -0.76 -0.23 0 -0.04
SAM -0.73 -0.31 0 -0.04
SAS -0.70 -0.46 0 -0.05
SEA 0 -1.15 0 -0.15
CHI 0.40 -0.39 -0.05 -0.20
NFA 0.03 -3.27 -0.03 -0.18
SSA -1.00 -2.81 0 0
SIS -0.48 -1.44 0 -0.08

The numbers in Tables 6 and 7 provide only a snapshot of extrapolated productivity impacts at
a particular time. Influence on overall human welfare depend on the temporal evolution of such
impacts, of which examples are shown in Figure 3. A companion report provides formulas for
quantifying those influences [11].

4.4. Discussion. In view of large uncertainties in the values of many parameters used here, the
purpose of this report, as noted above, is to highlight interesting questions, not to provide definitive
answers. Outstanding amongst these concerns disease in Africa. Given its large and still rapidly
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growing population and a comparatively low per capita GDP, the prevalence of preventable disease
in Africa is one of the world’s prevailing impediments to improving overall global human welfare,
even without exacerbation from accompanying increases in regional average temperature. This
suggests paying attention to what would be the impact of focusing more attention on adaptation
to deal with this underlying problem.

Concerning the analysis reported here, the respectively strong positive and negative influences
on productivity of increases in temperature on water supplies for the CHI and FSU regions may
be indicative of a need for more attention on how to better address those in an economic impact
model of moderate complexity.

Above in Figure 3, all but two sixteen regions have further impacts of No Deals climate change
on productivity after Julian year 2045 becoming less economically favorable. (The exceptions are
the JPK and ANZ regions, where much of the population lives in temperate regions where land
temperatures are moderate by proximity to the sea.) In view of estimates of the comparatively
small direct cost of limiting further temperature increase via anthropogenic stratospheric sulfur
injection [10], can alternative approaches to limiting radiative forcing overcome impediments to
funding and implementing alternatives that include much more substantial limits on global green-
house gas emissions? This is by no means a new question, but models such as the one described
here provide an option of a readily reproducible tool for investigating such questions.

Appendix A. Geographic Regions and GDP and Population Parameter Tables

A.1. Geographic Regions. Table A1 lists International Standards Organization codes for the
components of sixteen geographic regions. Table A.2 describes some features of the regional com-
positions. As in the FUND 3.9 documentation, the Taiwan province of China is included with
the Southeast Asia (SEA) region, and Puerto Rico is included with the Small Island States (SIS).
Unlike for FUND 3.9, the Baltic states of Estonia, Latvia, and Lithuania are included with Central
and Eastern Europe (CEE) rather than with the Former Soviet Union (FSU). Table A.3 writes out
the names of the components of the SIS region.
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Table A1. Region Components

Region ISO Code
USA USA
CAN CAN
WEU AND AUT BEL CHA CYP DNK FLK FRO FIN FRA DEU GIB

GRC GRL ISL IRL IMN ITA LIE LUX MLT MCO NLD NOR
PRT SMR ESP SWE CHE GBR

JPK JPN KOR
ANZ AUS NZL NIU TKL
CEE ALB BIH BGR HRV CZE EST HUN LVA LTU MKD MNE POL

SRB SVK SVN
FSU ARM AZE BLR GEO KAZ KGZ MDA RUS TJK UKR UZB
MDE BHR IRN IRQ ISR JOR KWT LBN OMN PSE QAT SAU SYR

TUR ARE
CAM BLZ CRI SLV GTM HND MEX NIC PAN
SAM ARG BOL BRA CHL COL ECU GUF GUY PRY PER SUR URY

VEN
SAS AFG BGD BTN IND NPL PAK LKA
SEA BRN KHM IDN LAO MYS MMR PNG PHL SGP TWN THA TLS

VNM
CHI CHN HKG MAC PRK MNG
NAF DZA EGY LBY MAR TUN ESH
SSA AGO BEN BWA BFA BDI CMR CPV CAF TCD COG COD CIV

DJI GNQ ERI ETH GAB GMB GHA GIN GNB KEN LSO LBR
MDG MWI MLI MRT MOZ NAM NER NGA RWA SEN SLE SOM
ZAF SSD SDN SWZ TZA TGO UGA ZMB ZWE

SIS ASM AIA ATG ABW BHS BRB BMU BES VGB CYM COM COK
DJI GNQ ERI ETH GAB ETH GAB GMB GHA GIN GNB KEN

CUB CUW DMA DOM FJI PYF GRD GLP GUM HTI JAM KIR
MDV MHL MTQ MUS FSM NRU NCL MNP PLW PRI REU
SHN KNA LCA VCT BLM MAF WSM STP SYC SXM SLB TON
TTO TCA TUV VUT VIR WLF
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Table A2. Region Names and Some Constituents

Region Name

USA USA
CAN Canada
WEU Western Europe with Greenland (GRL)
JPK Japan and South Korea
ANZ Australia and New Zealand with Niue (NIU), Tokelau (TKL)
CEE Central and Eastern Europe including Baltics
FSU Former Soviet Union without Baltics
MDE Middle East with Turkey (TUR)
CAM Central America
SAM South America
SAS South Asia with Afghanistan (AFG)
SEA Southeast Asia with Papua New Guinea (PNG),

Philippines (PHL), Taiwan (TWN)
CHI China plus without Taiwan Province,

with North Korea (PRK), Mongolia (MNG)
NAF North Africa Mediterranean + Western Sahara (ESH)
SSA Sub-Saharan Africa with Cape Verde (CPV)

Table A3. SIS, Small Island States

American Samoa, Anguilla, Antigua and Barbuda, Aruba, Bahamas, Barbados,
Bermuda, Bonaire Sint Eustatius and Saba, British Virgin Islands, Cayman Islands,
Comoros, Cook Islands, Cuba, Curaçao, Dominica, Dominican Republic, Fiji,
Federated States of Micronesia, French Polynesia, Grenada, Guadeloupe, Guam, Haiti,
Jamaica, Kiribati, Maldives, Marshall Islands, Martinique, Mauritius,
Montserrat, Nauru, New Caledonia, Northern Mariana Islands, Palau, Puerto Rico,
Réunion, Saint Barthélemy, Saint Helena, Saint Kitts and Nevis, Saint Lucia,
Saint Pierre and Miquelon, Saint Vincent and the Grenadines, Saint Martin (French Part),
Samoa, São Tomé and Pŕıncipe, Seychelles, Sint Maarten (Dutch Part), Tonga,
Trinidad and Tobago, Tuvalu, United States Virgin Islands, Vanuatu,
Wallis and Futuna Islands

Appendix B. Calculation of Impact Coefficients cXY
r in Julian Year 2019

This appendix contains tables of parameter values used to calculate the entries for cXY
r in Table 1

by evaluating, for Julian year 2019, the formulas given below. The formulas here for FXY
r are for

fractional impacts from climate change on GDP and have values of zero in 1990. When evaluated
at t1 = 2019 to calculate the entries for cXY

r in Table 4 of Section 2, the results are multiplied by
100 because those entries for cXY

r are percents. The formulas fXY
r in the main text, which have

leading coefficients cXY
r , are then multiplied by ω = 0.675 to get formulas for percentage changes

in productivity, as described immediately after Table C.2 below.
This appendix also contains pointers to FUND 3.9 tables of additional region-dependent param-

eters [8]. For example, (RT 2) points to regional temperature conversion factors in column 2 of
Table RT in [8]. The function of this appendix is to provide information aimed at making the
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calculations used for the present work capable of being independently reproduced or modified. As
such, there is minimal additional discussion of the rationale, beyond what is included above in
Section 3.

B.1. Agriculture. The agricultural fractions of GDP are

(B.1) FAE
r = cAE

r (yr/y1r)
ζr

Tables 2 and B1 list values of the region-dependent parameters in this equation. Agricultural pro-
duction values in “2014–2016” International dollars from 1961–2019 were multiplied by the 2019 to
2015 U.S. consumer price ratio [34]. Early missing values for the Marshall Islands and the Federated
States of Micronesia were filled in with the first temporally available entry. Late missing entries for
French Guyana, Guadeloupe, Martinique, and Réunion were filled in with the last temporally avail-
able entry, and the those amounts were subtracted from entries for France. Early missing entries for
Palestine were the corresponding entry for Israel multiplied by the first temporally available ratio
of Palestine/(Israel+Palestine). Early missing entries for Estonia, Latvia, and Lithuania Baltic
countries were similarly filled in using earliest available ratios for those countries to the total for
what had been in the USSR. The FSU total for those earlier years was then the USSR entries less
the totals for the Baltics. Fractions of GDP for each region were summed agricultural production
values divided by the regionally summed GDP’s from the data sources discussed in a companion
report [11].

Table B1. Agriculture Fraction vs. per Capita GDP Coefficients, cAE
r

USA CAN WEU JPK ANZ CEE FSU MDE
.01873 .02524 .01467 .00599 .04323 .02544 .03791 .01923

CAM SAM SAS SEA CHI NAF SSA SIS
.02672 .05642 .04809 .03274 .04876 .03184 .09593 .02086

Impacts associated with the rate of change of global temperature are

(B.2) FAR
r = FAE

r ρAR(α
AR
r /100)(RT

r )
2(τ ′ 2 − τ0

′ 2)/δ2AR

Table B2 lists the values of ρAR and δAR. Pointers are α
AR
r (A 2), and RT

r (RT 2). (These numbers
are fractions, not percents.) The units of (αAR

r /100) are 1/yr. A denominator of 100 is included in
(αAR

r /100), because the values in (A 2) are in percent.
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Table B2. Global Constants

Symbol Value Units

τ1 1.309 ◦C
τ ′1 0.024 ◦C/yr
< CO2 >1 410 ppm
ρAR 10 1
δAR 0.04 ◦C/yr
< CO2 >pre 275 ppm
γFC 0.44 1
αV C 0.148 ($2019/yr)/ppm
ROT 6.3 1
VOC 0.225 T$2019/(Mm)2

VK 200 1
VM 0.8 1
CT 13.6 ◦C
αMD 0.0794 1/◦C
αDF 0.3534 1/◦C
αSM -0.1149 1/◦C
γST 3 ◦C/yr
δST 0.04 ◦C

Impacts associated with two different powers of global average temperature are

(B.3) FAL
r = FAE

r δAL
r RT

r T

(B.4) FAQ
r = FAQ

r δAQ
r (RT

r T )
2

Pointers are δAL
r (A 4) and δAQ

r (A 6).
Impacts from CO2 fertilization of agriculture are, with γAC

r in (A 8) in percent,

(B.5) FAC
r = FAE

r (γAC
r /100) ln(< CO2 > / < CO2 >pre)

The value of < CO2 >pre listed in Table B2 is a reference preindustrial value of < CO2 > used
in the FUND 3.9 documentation. Values of τ1, τ

′
1, and < CO2 >1 needed for calculating T1 =

τ1 − τ0 = 0.594◦C and FXY
r at time t1 are also listed in Table B2.

B.2. Forestry. Impacts from temperature effects on forestry are, with pointer αF
r (EFW 2),

(B.6) FFT
r = (yr/y0r)

ϵFT (0.5αF
r )T

impacts from < CO2 > fertilization of forestry are

(B.7) FFC
r = (yr/y0r)

ϵFC (0.5αF
r γFC) ln(< CO2 > / < CO2 >pre)

The value of γFC is listed in Table B2. Elasticities ϵFT = ϵFC are in Table 1 of Section 2. The
FUND 3.9 documentation writes the forestry income elasticity effects as proportional to (1/yr)

ϵ

with ϵ = 0.31 having a positive value for ϵ, so elasticity proportional to a power of yr as above in
Section 2 has ϵFT = ϵFC = −0.31.
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B.3. Water. Impacts from temperature effects on water supply, with pointer αWT
r (EFW 4), are

(B.8) FWT
r = (yr/y0r)

ϵWT (Pr/P0r)
ϵWT 0.995t−2000αWT

r T

With the value of tWT
1/2 listed in Section 2, Table 1, the technology improvement factor is ap-

proximated in Section 2 as being proportional to 2
−νWT (t−t1)/tWT

1/2 . The FUND 3.9 documentation
estimates the impact on GDP from temperature effects on water sources to be proportional to GDP
to the 0.85 power. Dividing by total GDP to get the fractional impact gives ϵWT = 0.85−1 = −0.15
in Table 1 of Section 2. Formulas and parameters for population, Pr, are in Appendix C below.

B.4. Space Heating and Cooling. Impacts from temperature effects on space heating, with
pointer αHT

r (EFW 6), are

(B.9) FHT
r = (yr/y0r)

ϵHTαHT
r ArcTan(T )/ArcTan(1)

The αHT
r space heating coefficient for the Middle East in FUND 3.9 table EFW for the Middle East

(MDE) was 4.8 times as large as that for the USA. For the regions where it reduced the FUND 3.9
impacts (MDE, CAM, SAM, SAS, SEA, and SIS), the coefficients for the ArcTan(τ − τ0) function
were here set equal to the USA region values times ratios of years 1997–2013 averages of U.S.
National Weather Service heat index heating degree days [35] to that for the USA region. Those
numbers were weighted by year 2005 population for all countries in each region for which heating
degree days entries were listed.

Impacts from temperature effects on space cooling are (yr/y0r)
ϵCTαCT

r (τ2−τ20 ), with pointer αCT
r

(EFW 8). To avoid imaginary numbers for temperatures lower than the 1990 value, this formula
has that effect proportional to τ2− τ20 , where τ0 is the year 1990 temperature. This model matches
the FUND 3.9 model for temperatures in 1990, 2019, and when τ = 4.19 ◦C.

The FUND 3.9 documentation has the impacts on GDP from temperature effects on space
heating and cooling both proportional to y0.8r Pr. Dividing by total GDP to get a fractional impact
gives ϵHT = ϵCT = 0.8− 1 = −0.2 in Table 1 of Section 2.

B.5. Ventilation. Impacts of CO2 effects on human cognition give

(B.10) F V C
r = −(1000 yr)

−1αV C(< CO2 > − < CO2 >0)

The value of αV C = CV CVV CρV C listed in Table B2 is is computed from three parameters. The
cost per tonne of CO2 scrubbing in UDS2019 of CV C = 600(225.7/229.4) is an estimate of the cost
published in 2009 [23] times a 2019 to 2009 U.S. consumer price index [34] ratio. The ventilation
rate in liters per year for each person is VV C = 11.7 ∗ 0.3 ∗ (3600 ∗ 24 ∗ 365.25), with occupancy
space [25] of 11.7 m2/person and ventilation rate of 0.3(l/s)/m2 [24] converted to (l/yr)/m2 by
multiplying by the number of seconds in a year. The number of tonnes of CO2 per ppm CO2 is
ρV C = 10−6(44 ∗ 10−6)/22.4. The factor of 1000 is included before yr in the expression (1000y1r)

−1

because the values of yr are computed using parameters in Table C1 that have units of 1000s of
dollars/person. The 0.3(l/s)/m2 standard for an indoor CO2 concentration limit of 1000 ppm is
used as a proxy at the time of standards setting for other less easily measured indoor pollutants. So
that ventilation rate is used here even for situations where outdoor < CO2 > changes substantially
over time.

B.6. Sea Level. Impacts from sea level change are estimated as (km)2/yr of dry land loss times
value per km2, divided by GDP. The formula for this is

(B.11) FOT
r = −ROT (δ

OT
r /(106AOT

r ))dH1+σr
m /dt

where Hm = H/(1 m). The expansion of the time derivative dH1+σr/dt = (1+ σr)H
σrdH/dt with

dH/dt = dS/dt = aS(τ − τS) is used to get the results for cOT
r in Table 1 of Section 2.

The value of ROT = 6.3 listed in Table B2 is the ratio 4/0.635, rounded from 6.299, of parameters
denoted in the Fund 3.9 documentation as ϕ=4M/(km)2 and YA0=0.635 M/(km)2. The parameters
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δOT
r (pointer SLR 2), are (km)2 of cumulative land area losses per unit of (S/(1m))σr , where
S/(1m) denotes sea level increase since 1750 (with 1 m in the denominator to make Sr/(1m)
dimensionless). The exponents σr listed in Table 3 in Section 2 are computed from FUND 3.9
(1 + σr) values (SLR 3). Also in Section 2 are formulas for computing S as a function of time.
Total regional land areas AOT

r in (Mm)2 are listed in Table B3 [36]. The factor of 106 in front of
AOT

r in the above equation for FOT
r converts these numbers to (km)2.

Table B3. Total Regional Land Areas AOT
r in (Mm)2

USA CAN WEU JPK ANZ CEE FSU MDE
9.640 9.971 6.349 0.477 8.012 0.855 22.308 6.283

CAM SAM SAS SEA CHI NAF SSA SIS
2.480 17.820 5.139 4.958 11.283 6.019 24.285 0.321

B.7. Coral Reef Loss. Fractional impacts from coral reef loss are

(B.12) FOC
r = −VOCA

OC
r (R−R0)/Y1r

Here the entry for VOC = (255.7/177.2)0.177 T$2019 per (Mm)2 of coral reefs as listed in Table B2
is inflation-adjusted from year 2000 to year 2019 [34], AOC

r are summed coral reef areas listed in
Table B4 for the regions [16], Y1r = y1rP1r are regional GDP values in T$2019, and the formula
for the cumulative coral reef fractional loss R is given in Section 2. For sea level changes and
coral reef loss, coastal dry land and coral reef values are considered to be luxury goods valued in
inflation-adjusted U.S. dollars with no region-dependent purchasing power parity adjustments.

Table B4. Preindustrial Coral Reef Areas AOC
r in (Mm)2

USA CAN WEU JPK ANZ CEE FSU MDE
0.00143 0 0 0.00290 0.04896 0 0 0.01122

CAM SAM SAS SEA CHI NAF SSA SIS
0.005040 0.00354 0.00657 0.011654 0.00151 0.00380 0.01692 0.06964

B.8. Diseases and Storm Damage. The fractional impacts from mortality and morbidity caused
by diarrhea are respectively

(B.13) FDT
r = −(yr/y0r)

ϵDT 2
−νDT (t−2000)/tDT

1/2VK(µDT
r /1000)ηDTR

T
r T/CT

(B.14) FMT
r = −(yr/y0r)

ϵMT 2−νMT (t−2000)VM (µMT
r /1000)ηMTR

T
r T/CT

The value of CT = 13.6 [37] is an estimate of the preindustrial global average in ◦C (i.e. absolute
temperature in Kelvin less 273.13). The expression (1+δDT τ/CT )

ηDT −(1+δDT τ0CT )
ηDT that would

follow from using the formula in the FUND 3.9 documentation has been replaced by expansions
through first order in τ/CT and τ0/CT for simplicity, and similarly for FMT

r .
The parameters VK = 200 and VM = 0.8, from the FUND 3.9 documentation and listed in

Table B2, are ratios. Those ratios are cost per person of death, or the onset of morbidity form
diarrhea, divided by per capita GDP. The parameters µDT

r (HD 3) and µMT
r (HD 4) are respectively
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the corresponding increases of mortality and morbidity per ◦C of regional temperature increase.
Values for ηDT and ηMT are listed in Table B2. Values for ϵDT , ϵMT and νDT = νMT are listed in
Table 1 of Section 2.

The fractional impacts from mortality due to vector-borne disease are

(B.15) F V T
r = −(yr/y0r)

ϵV T 2−νV T (t−2000)VK10−6(µMD
r αMD + µDF

r αDF + µSM
r αSM )RT

r T

Here µMD
r (HV 2), µDF

r , (HV 4), and µSM
r (HV 6) are respectively base level annual mortality

rates (per million people, hence the factor of 10−6) respectively from malaria, dengue fever, and
schistosomiasis. Corresponding changes in those mortalities per ◦C of regional temperature in-
crease, αMD, αDF , and αSM from Table HV of [8], are listed in Table B2. Values of ϵV T and νV T

are listed in Table 1 of Section 2.
Fractional impacts due to property damage from storms are

(B.16) FST
r = FPS

r + FPE
r

where

(B.17) FPS
r = −(yr/y0r)

ϵSTαPS
r δSTγSTT

and

(B.18) fPE
r = −(yr/y0r)

ϵSTαPE
r δPE

r RTCT

with

(B.19) RTC =
((< CO2 >1 / < CO2 >pre)− 1)

T1

Here, αPS
r (TS 2) and αPE

r (ETS 2) are background property damage rates from tropical and
extratropical storms respectively. Values for γST and δST are listed in Table B2. The value of
ϵST is listed in Table 1 of Section 2. The parameters δPE

r (ETS 3) are regional sensitivities to
extratropical storms from climate change. Conversion from sensitivities to < CO2 > to sensitivities
to global average temperature is done using the ratio RTC .

Fractional impacts due to people being killed by storms are

(B.20) FKT
r = FKS

r + FKE
r

where

(B.21) FKS
r = −(yr/y0r)

ϵKT VKαKS
r δSTγSTT

and

(B.22) FKE
r = −(yr/y0r)

ϵKT VK10−6βKE
r δPE

r RTCT

Here αKS
r (TS 3) and βKE

r (ETS 4) are background mortality rates from tropical and extratropical
storms respectively. (FSU and CAM FUND 3.9 table entries for βKE

r (ETS 4) are identical to five
digits but were nevertheless left as is in view of their resulting very small values of cKE

r for both.)
Including the factor of 10−6 in front of βKE

r assumes that the entries for βKE
r (ETS 4) are per

million people, for consistency with other entries in the FUND 3.9 parameter tables. Values for
γST and δST are listed in Table B2. The value of ϵKT is listed in Table 1 of Section 2.

Appendix C. Population and per Capita GDP

Table C1 lists values for each region of four parameters in the expression B0+P for total population,
where

(C.1) P = B1/(1 + e−(t−B2)/B3)

Here P is the change in a region’s population from 1820. The parameters in the expression for P
were determined by a least squares fit to each region’s annual population from 1820 to the earlier
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of 2050 and a twentieth century maximum population in “medium fertility variant” extrapolations
from the United Nations [38]. Those extrapolations are interpreted as not accounting for pro-
natalist and/or immigration trends assumed here to counter a trend towards an increasing fraction
of elderly in the population. How estimates back to 1820 are combined with those from the United
Nations is described in a companion report [11].

Table C1. Population (Billion) and per Capita GDP (k$US2019ppp) Constants

Symbol B0 B1 B2 B3 b0 b1 b2 b3

Units Billion Billion Julian yr yr k$US2019 k$US2019 Julian yr yr
USA 0.0100 0.4477 1980.33 43.47 2.87 139.15 1999.93 43.97
CAN 0.0008 0.0565 1994.06 40.31 2.52 79.99 1978.99 35.13
WEU 0.1348 0.3183 1935.90 41.51 4.25 59.74 1972.21 24.75
JPK 0.0406 0.1332 1948.88 19.28 1.64 44.93 1973.41 15.40
ANZ 0.0004 0.0538 2011.22 42.73 7.15 83.22 1992.81 31.28
CEE 0.0374 0.0857 1913.99 30.69 2.07 59.74 2007.24 40.28
FSU 0.0538 0.2634 1939.88 35.72 2.35 17.92 1953.36 15.69
MDE 0.0260 0.5338 2009.02 23.77 1.85 29.57 1975.81 29.99
CAM 0.0080 0.2443 1993.45 24.41 1.86 20.49 1961.68 30.24
SAM 0.0099 0.5447 1988.03 27.25 1.34 24.27 1975.47 40.07
SAS 0.2251 2.5368 2004.11 25.83 1.46 14.26 2014.99 12.06
SEA 0.0407 0.9458 1995.90 30.28 1.19 64.06 2031.38 25.42
CHI 0.3881 1.0811 1974.40 16.22 0.61 74.20 2023.41 14.00
NAF 0.0110 0.3804 2018.84 30.47 1.46 42.62 2036.64 48.12
SSA 0.0650 4.6435 2054.55 29.14 0.98 1.90 1941.26 30.88
SIS 0.0046 0.0607 1982.91 30.60 1.41 20.35 1981.77 37.88

Per capita GDP for each region evolves as b0 + y where

(C.2) y = b1(a/(1 + δz)α)1/ω

with z = (1− a) [11]. In the approximation of neglecting small impacts of changes in temperature
and <CO2> associated with climate change, productivity evolves in proportion to

(C.3) a = 1/(1 + e−(t−b2)/b3)

with different constants for the resulting evolution of y for each region. Here t is time in Julian
years. The region dependent constants b0, b1, b2, and b3 are listed in Table C1. Values of constants
in the formula for y are computed as δ = (t̄/b3)θ/ω, with ω = 1 − α, using global values of α,
t̄, and θ that are also listed in Table C2. A source of those three parameter values is Singer et
al. [39]. The data sources and calibration method for the parameters {b0, b1.b2, b3} in Table C1 are
described in a companion report [11].
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Table C2. Miscellaneous GDP Constants

Symbol Value Units Meaning

t̄ 7.76 yr capitalization time
θ 1.345 1 inverse of inter-temporal substitutability of consumption
α 0.325 1 capital fraction of production
ω = 1− α 0.675 1 labor fraction of production

Note that d ln(y)/d ln a = (1/ω)(1 + (δα/(1 + δz)), with α = 0.325. Neglecting the factor (δα/(1 +
δz)), as being small compared to uncertainties [8] in estimates of impacts of climate change on
incremental per capita GDP, y gives the approximation that small fractional changes in incremen-
tal GDP of the economy can be approximated as (1/ω) times small fractional changes in a, the
productivity.

Appendix D. Anthropogenic Atmospheric Carbon Emissions

The formulas and parameters used here for anthropogenic atmospheric carbon emissions in the
form of CO2 (here called “emissions”) are as follows. Depletion of global geological fluid fossil fuel
resources is assumed to limit future anthropogenic TtonneC/yr emissions of carbon in the form of
CO2 to

(D.1) ec = fceind + (1− fc)fseind + eland

where fs = (1− as) + asfd, with as = 1/(1 + et−tc)/ts ,

(D.2) fd =

(
1 +

1 + bdMax[U,U2019]

1 + bdU2019

)βf

and the coal fraction fc of industrial emissions eind and emissions eland are defined elsewhere [12].
Here cumulative emissions U in TtonneC from Julian year 1750 are [12]

(D.3) U = β1β2 + β1β3 ln[e
β2/β3 + et/β3 ] + β0(t− 1750)

The values of constants in these expressions are tc = year 2002, t2 = 2 yrs, β0 = −0.000002
TtonneC/yr, β1 = 0.015285 TtonneC/yr, β2 = year 2002.57, β3 = 27.82 yrs, bd = 0.68 TtonneC−1,
βf = −0.35, and U2019 = 0.44 TtonneC.

The logistic function as is used to avoid a discontinuity in dec/dt in a transition from an earlier
time when technological advances were assumed to make the fluid fossil fuel resource depletion
effect too small compared to other market variations to be included, and a later time when that
is no longer the case. This avoids a minor computational problem when multiple derivatives of
< CO2 > are used in subsequent work. The maximum value of the function fd is 1.00066, in year
2016. The was considered to be a negligible difference from the value fd = 1 that was used to
calibrate the carbon emissions formula against historical data through 2019 [12]. The temporal
rate of change ec has an inflection point in year 2020, during the COVID pandemic, at which
time fd = 0.999. The effects of the COVID on the longer term evolution of < CO2 >, radiative
forcing, and global average temperature are considered to be uncertain enough that no attempt
is made here to adjust the carbon emissions functions to account for those effects. Except for
inclusion of the smoothing function as, the formula for ec and its parameter values is identical
to that documented elsewhere [12], as are the methods for integrating a balance equation for the
evolution of the atmospheric CO2 concentration.
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