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Abstract:Abstract:Abstract: This is a Climate Action Gamed Experiment modular coding design and 
programmer’s guide. A coding module flow pattern, input and output files, and module contents 
are described. That is preceded by guidelines for changing the programming. Also included are 
varied parameter inputs lists for Figures 1–6 and Tables 1–6 of Regional Welfare Impacts from 
Options for Limiting Global Average Temperature. A summary of the derivation and 
calibration of the model is also included. The present document aims at allowing a reader to 
reproduce any of the results in the manuscript independently, and/or to produce new versions 
of the model in their own preferred coding platform, either in cooperation with or 
independently from the authors of the version described here. The coding itself is not open 
source material but may be provided in the whole or in parts to interested parties pursuant to 
requests sent to the author.

1. Varied Parameters

For readers of Regional Welfare Impacts from Options for Limiting Global Average Temperature 
(“the manuscript”) who may want to know exactly what was calculated for each figure and table, 
Table S0 contains values or ranges or varied parameter values, particularly when they are different 
from the sample values listed below in Table S1. The values of the Green Deal fraction parameters 
g1r used in the manuscript are the same for all sixteen of the model’s geographic regions for each 
case calculated, except that the Green Deal fraction for the JPK region is 0 for case in Table 3 
of the manuscript with not fund transfers to that region. Values of parameters that are the same 
for all of the results in the manuscript are listed in the Master Input File Contents section of the 
present document.

Table S0. Parameter Values by Table and Figure

Table 1 2 (no SRM) 2 (SRM) 3 4 5 6
Figure 1 (no SRM) 1 (SRM) 4 5 6
g1r 1 1 0–0.8 0.22–0.23 1.0456
g2 36 36–48 36 36 66
g4 10 10 10 10 10
t2 2025–2043 2031 2031 2031 2031 2031
ts 2031 2025–2043 2031 2031 2031 2031
gs1 0 0 -1 -1 – -3.4947 -1
gs2 2052 2037 2037
gs4 2084 2067 2067
gs6 2025 2031 2031
Ftype 6.2693, 15.545 6.2693, 15.545 6.2693
ftemp,ref 0 0 0 0, 0.05 0.05 0, 0.05 0, 0.05

Results in Tables 3 and 4 of the manuscript were obtained using cubic interpolations of results from
ranges of parameters listed in Table S1 for g1r and gs1. For Table 3, the parameter range used for
that purpose for g1r was 0–0.5 in increments of 0.05. All cubic interpolations used the Hermite
polynomials {1, 2x,−2+4x2,−12x+8x3}. Interpolation using up through third powers of x should
give very similar results.
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2. Guidelines for Programming

This document aims at precisely describing the design of a modular approach to computing results
for the Climate Action Gaming Experiment (CAGE). The primary purpose of this document is to
assist programmers who are interested in re-writing or updating the coding in the version described
here. That version was written with Mathematica and is designated CAGE 1.0.0. Such work should
start with updating the design document, making it clear how that update differs from the present
document. Readers interested in what the model does but not how it is programmed may want to
skip to the Section 4 on Modules below.

A re-write that incudes minor stylistic changes or corrections should be given version numbers
starting with 1.0.1. A version that changes the overall coding approach (e.g. by writing for Python)
but aims at the same results should be given a different version number, starting with 1.1.0.
Versions that introduce substantial new capabilities (e.g. limits on emissions of minor greenhouse
gases) should be given version numbers that start with 2 (e.g. 2.0.0 if in Mathematica or 2.1.0 if in
Python.)

Different versions should use the same or very similar constant and variable names, particularly
for global constants for symbols in the coding that are in the Master Input file described below.
Particular attention should be paid to coding style for operations that “thread” through a list or
list of lists (e.g. multiplying each element of a list by a constant). To assist in identifying which lists
can be threaded by some operation upon them, a readily recognizable last letter in the name of a
list (and the last two letters in the name of a list of lists, etc.) should be included. Care should be
taken to verify that each operation on a list has threaded properly. When not, then each element
of the list must be operated on separately and the resulting list then assembled. If it helps with
clarity, that may be done even when the operation can in fact be more compactly threaded.

A systematic approach should be used for naming all modules and data files. On the date of each
creation or modification of each file, two digits in the name thereof should indicate the year, three
letters the month, and one or two letters the day of month. (To way distinguish modules or data
files they create between Mathematica and Python coding, use lower case month abbreviations for
Mathematica and at least partly upper case for Python.)

Each sheet of each data file contains two header rows and one footer row. The first header row
contains a description of the contents of columns below it. The second header row usually contains
the units of those columns, with Julian meaning Julian year. Numbers of Julian years are usually
expected to be integers, and are sometimes rounded to the nearest integer to ensure that. The
footer row contains the name of the module that produced it, preceded by as much information on
the input files used by that module as fits in the same number of columns as in the header row.

3. Overview

The part of radiative forcing from other than <N2O>, <CH4>, <CO2>, and solar radiation
management (SRM) is prescribed and not meant to be changed by users without recoding the
“Prescribed” module. (Here, angular brackets indicate atmospheric concentration in parts by vol-
ume per billion for <N2O> and <CH4> and per million for <CO2>. τ is the change in global
average temperature compared to that in equilibrium with zero radiative forcing as calculated us-
ing the formulas described herein.) The atmospheric concentrations <CH4> and <N2O> are also
prescribed, but the concentrations of those gases are computed in a separate module in case future
work modifies that module to explore implementation of policies for limiting their emissions. Popu-
lation referred to here for each of sixteen geographic regions is total population less the population
in 1820. Per capita gross domestic product in the background economy (“Background”) for each
region as used here is the difference between per historical per capita GDP and a constant value
from fits to historical data, in the approximation of neglecting historical effects of climate change.
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Each of the modules inputs a file with a name of the form new23r10masterTypeMonthDay.xlsx.
Here, new is a placeholder for the model name. Type is a short descriptor for a set of examples
(e.g. NoDeal), Month is a three-letter abbreviation, and Day is a number from 1 through 31. The
notebook file names are of the form cage23r10moduleTypeDayMonthDay.nb where Day is a two
digit number from 01 through 31. The different Month and Day order distinguishes between xlsx
and nb files that would otherwise have the same name except for that suffix. (The ...prescribed...nb,
...n2och4,...nb and ...background ...nb modules produce xlsx files suitable for all example calcula-
tions, so the Type part of the related filenames is omitted.) With similar file names, with prescribed
replaced by other module names and xlsx replaced by nb for Mathematica notebooks (or another
descriptor for a difference coding platform), flow of information through the modules is as follows:

...prescribed...nb → ...prescribed...xlsx

...prescribed...xlsx → ...n2och4...nb → ...n2och4...xlsx

...prescribed...xlsx → ...co2...nb → ...co2...xlsx
{...prescribed...xlsx, ...n2och4...xlsx, ...co2...xlsx}→ ...forcing...nb → ...forcing..xlsx
...forcing..xlsx → ...seatau...nb → ...seatau...xlsx
...background.nb → ...background...xlsx
{...background...xlsx, ...co2...xlsx, ...seatau...xlsx} → ...impacts...nb → ...impacts...xlsx
{ ...background...xlsx, ...impacts...xlsx} → ...welfare...nb → ...welfare...xlsx

Climate change is operationally defined as changes in τ and <CO2>. Impacts for each region are
percentage changes in economic productivity due to climate change, less their economic productivity
impacts in 1990. Changes to historical economic productivity are approximated as proportional to
percentage changes in historical GDP. Computed welfare for each region (“Welfare”) is population
times discounted utility of per capita consumption, integrated from specified start to end years. A
graphics post-processor module, not described in the present document, will be needed to output a
set of graphics, which users may want to choose from or modify to meet their own needs. The eight
modules described here are thus named as the upper case parts of: (1) Prescribed radiative forcing,
(2) N2OCH4, (3) CO2, (4) total radiative Forcing, (5) Seatau for sea level and τ , (6) Background,
(7) Impacts, and (8) Welfare.

Any information passed from a module to one or more succeeding modules is via xlsx files with
lists of numbers for specified sets of years. Sheet 2 of the ...master...xlsx file contains parameters
used in the Prescribed module for specifying those years to be chosen for computing the numbers
in output files. That output of the Prescribed module has to be imported directly or indirectly into
all of the other modules so those sets of years can be extracted.

For some application examples, execution of one of more of the earlier modules in the above
list can be replaced by reading an input file from a previous run. In particular, examples with
solar radiation management (SRM) compute the radiative shielding needed to meet a target rate of
change of τ . That radiative shielding is then used in the Impacts module. Input files for previous
results for total radiative forcing can then be used rather than recomputing total radiative forcing
that the SRM modifies. Also, the Background module is designed to be executed only once for
most sets of examples.

The eight modules are designed to allow for execution of a wide variety of examples without any
recoding of those modules except for changing the names of changed input files. There is a single
master input parameters file for all eight of these modules. The first sheet in the master input file
contains all of the parameters needed to execute many interesting examples without changing the
parameters in the other sheets in the master input file.

For simplicity of coding, those eight modules are all designed to execute only one example at a
time. Some useful information can be obtained by inspection of the module output files. However,
to produce analysis of results from multiple examples, a user may need to construct a driver for
executing multiple examples and/or an analysis tool for combining and analyzing the results.
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All CAGE module and data file names start with cage2n (where e.g. n=3 for year 2023) and
end with the month and day of last modification, with a three-letter abbreviation for the month.
Importing a list from full columns from module output files requires dropping the two header rows
and one footer row. The present document contains a list of the contents of the Master Input file
by sheet number.

Although not needed for reproducing the model, the last section of the present document de-
scribes the derivation and calibration of the model. That may be helpful for readers who want
more insight into its connection with relevant literature, and also to anyone who wants to use all
or parts the model in the likely event that they would want to modify the equations and/or the
values of parameters that were not varied for the results in the manuscript. More detail is included
in a research report (Singer, 2024) and eight other research reports referenced in that report. Any-
one interested in revising or updating those calibrations would be advised to both download those
reports and possibly also contact the Corresponding Author of the manuscript for suggestions on
how to proceed.

4. Modules

This section contains program design information for each of the eight modules. The numbers in
parentheses in the lists of quantities imported from the master input file are (sheet, row, column)
numbers. The sheet number is also the number of the table at the end of this document that lists
all of the parameter values in each sheet of the master input file. The column number is omitted for
sheets S3 and S4, because only the second column in each of those sheets contains any parameter
values. Though it is suggested that imports be collected near the beginning of each coded module,
some are listed below with their values near equations for which they are used in order to make it
clearer what the equations are meant to do.

The parameter values used for calculations in the manuscript in many cases have more significant
figures (typically up to six digits) than listed in tables here. That is to avoid clutter here that would
make it more difficult to remember the approximate values of the parameters. An Excel file with the
exact values used to produce the results in the manuscript will be available from the Corresponding
Author of that manuscript upon request.

4.1. Prescribed. Import from ...master...xlsx by (sheet, row, column) numbers:
t2 (S1,3,14), t1=Julian year 2019 (S3,3), tlong = 300 yr (S3,4), ĉa = 0.3709 (S3,5)
b0n (S2,4–8,2), b1n (S2,4–8,3), b2n (S2,4–8,4), and b3n (S2,4–8,5).

Set tannual,i = t1 + i, i = 0 . . . t2 − t1 + tlong + 1. Define the function

(4.1) u(b2, b3) = 1/(1 + e−(t−b2)/b3)

Radiative forcing including effects (other than on CO2 emissions) of changes in land use F4, contrails
and cirrus clouds F5, halogens F6, ozone plus black carbon on snow F7, and tropospheric aerosols
F8, are

F4 = b40 + b41u(b42, b43)(4.2)

F5 = Max[0, b50 + b51u(b52, b53)](4.3)

F6 = Max[0, b60 + b61u(b62, b63)](4.4)

F7 = b70 + b71u(b72, b73)(1− u(b72, b73))(4.5)

F8 = (b80 + b81u(b82, b83)(1− u(b82, b83)))ĉa(4.6)

Import from ...master...xlsx: bsmn (S2,1–3,9–11) for m=1–3, n=1–3



5

Contributions to solar radiative forcing are

Fs1 = bs11 cos(2π(t− bs12)/bs13)(4.7)

Fs2 = bs21 cos(2π(t− bs22)/bs23)(4.8)

Fs3 = bs31 cos(2π(t− bs32)/bs33)(4.9)

Total solar forcing is

(4.10) F10 = Fs1 + Fs2 + Fs3 − (Fs1 + Fs2 + Fs3)|t=tpre

Total prescribed radiative forcing is

(4.11) Fprescribed = F10 +
8∑

n=4

Fn

Output columns with tannual and Fprescribed.

4.2. N2OCH4. Import tannual from ...prescribed...xlsx.
From ...master...xlsx, import tpre=Julian year 1750 (S3,6); {tN = 116 yr, tM = 9.1 yr, tH=2 yr}
(S3,7–9); bNpre; bMpre; bNn (2,13,1–3); and bMn (2,14,1–3).

Atmospheric concentrations G =<N2O> and G =<CH4> evolve according to the following
equations:

δG = bG3/tG(4.12)

xG = (t− bG2)/bG3(4.13)

xGpre = (tpre − bG2)/bG3(4.14)

IG = 2F1[1, 1 + δG, 2 + δ,−exG ]e(1+δG)xG/(1 + δG)](4.15)

IGpre = 2F1[1, 1 + δG, 2 + δ,−exGpre]e(1+δG)xGpre/(1 + δG)](4.16)

uGpre = 1/(1 + exGpre)(4.17)

HG = e−δGxG(IG − IGpre)− (uGpre/δG)(1− e−(xG−xGpre)δG)(4.18)

G = bGpre + bG1bG3HG(4.19)

where 2F1 is a hypergeometric function. Let Mlagged(t) be the value G for <CH4> with the
argument t replaced a time tH years earlier:

(4.20) Mlagged =< CH4 > |t−tH

Output columns with tannual, and G =<N2O>, G =<CH4>, and Mlagged evaluated for the times
in the list tannual.

4.3. CO2. Import tannual from ...prescribed...xlsx. Set ge1 = 0.
From ...master...xlsx, import gen (S1,3,2–5) for n=2–5; ts (S1,3,13); g1r (S1,4,2–17); and t1 (S3,3).

As in ...prescribed...nb, define the function u(b2, b3) = 1/(1 + e−(t−b2)/b3).
Extrapolation of historical global anthropogenic carbon emissions in the form of CO2 gives eold:

eearly = b10 + b11u(b12, b13)(1− u(b12, b13))(4.21)

elate = b21u(b22, b23)(1− u(b22, b23))(4.22)

eland = eearly + elate(4.23)

eind = b30 + b31u(b32, b33)(4.24)

eold = eind + eland(4.25)

From ...master...xlsx, import: {bd = 0.6781 TtonneC−1, βf = −0.35, U1 = 0.4386 TtonneC,
fc = 0.41} (S3,12–15).
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Prepare a correction factor, fd for post-2019 depletion of global fluid fossil fuel resources, and
multiply it by region-dependent Partial Green Deal factors turned on with a smoothed step function
with inflection time ts and smoothing width bs3. For each region, multiply by a constant fraction
of global carbon emissions with constant (and thus also long-term limit) input fractions of global
emissions fr for all but the CAN, JPK, ANZ, and USA regions. For those regions, compute time-
dependent fractions. Calling all of the resulting fractions Fr, add up the global emissions to find
ec, including a correction included using the factor fd to account for depletion of global fluid fossil
fuel resources.

U = b31(b33 ln[e
b32/b33 + et/b33 ]− b32)(4.26)

fd = 1− u(bs2, bs3) + u(bs2, bs3)

(
1 + bdU

1 + bdU1

)βf

(4.27)

For carbon emission limitations policies, compute

e23 = eg2/eg3(4.28)

f23 = 1/e23(4.29)

e45 = eg4/eg5(4.30)

f45 = 1/e45(4.31)

ey3 = e(t−t1)/g3(4.32)

ey5 = e(t−t1)/g5(4.33)

fp1 = (1 + f23)g3 ln[1 + e23]− (1 + f45)g5 ln[1 + e45](4.34)

fp = (f45 − f23)(t− t1) + (1 + f23)g3 ln[ey3 + e23]− (1 + f45)g5 ln[ey5 + e45](4.35)

fgr = 1− u23(ts, bs3) + u23(ts, bs3)(1− g1r + g1rfp/fp1)(4.36)

Set Fer = fer for all regions r except USA, CAN, JPK, and ANZ. Then let

feD = feUSA + feCAN + feJPK + feANZ(4.37)

FeCAN = feD(bC0 + bC1u(bC2, bC3))(4.38)

FeJPK = feD(bJ0 + bJ1u(bJ2, bJ3))(4.39)

FeANZ = feD(bA0 + bA1u(bA2, bA3))(4.40)

FeUSA = feD − FeCAN − FeJPK − FeANZ(4.41)

With emissions limitations, regional and global carbon emissions are then respectively

ecr = Ferfgr(fceind + (1− fc)fdeind + eland)(4.42)

ec =
∑
r

ecr(4.43)

The sum is over all nr = 16 regions.

From ...master...xlsx, import: {fm = 0.5813, apre = 0.5920 TtonneC, a3 = 0.5244 TtonneC,
νc=0.1285 yr−1, rsa = 1.5331 yr−1, ac2019 = 0.8709 TtonneC, sc2019 = 1.0759 TtonneC, c1 =
0.02124 TtonneC/ppm} (S3,16–23).

To compute < CO2 >, set

(4.44) fe = 1 + (fm − 1)e−(ac−apre)/a3
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and, with ′=d/dt,

a′c = feec − s′c(4.45)

s′c = νc(rsaac − sc)(4.46)

starting at input values ac2019 and sc2019 at time t1 = 2019 and integrating up to the last time in
the list tannual, and set

(4.47) < CO2 >= ac/c1

Output columns with tannual, < CO2 >, and ec.

4.4. Forcing. Import the lists tannual and Fpresribed from ...prescribed...xlsx. Import from ...n2och4...xlsx
and rename as GN the list <N2O>, as GM the list <CH4>, and as Mlagged the list <CH4>lagged.
Import from ...co2...xlsx the list < CO2 >, and rename as GC .
Import from ...master...xlsx: aH = 0.000048 (W/m2)/ppb (S3,24), {C0 = 277.15 ppm, N0 =
273.87 ppb, M0 = 731.41 ppb} (S3,25–28); {F1,pre = 0.029, F2,pre = −0.013, F3,pre = 0.008}
W/m2 (S3,28–30); Mmeasured,pre = 742.60 ppb (S3,31); ABCD (S2,26–28,2–5). Denoting An =
ABCD1n, Bn = ABCD2n, Cn = ABCD3n, Dn = ABCD4n for n=1–3, set

F1 = (D1 +A1(GC − C0)
2 +B1(GC − C0) + C1

√
GN ) ln(GC/C0)− F1,pre(4.48)

F2 = (D2 +A2

√
GC +B2

√
GN + C2

√
GM )(

√
GN −

√
N0)− F2,pre(4.49)

F3 = (D3 +A3

√
GM +B3

√
GN )(

√
GM −

√
M0)− F3,pre(4.50)

F9 = aH(Mlagged −Mmeasured,pre)(4.51)

FΣ = Fprescribed + F1 + F2 + F3 + F9(4.52)

Output columns with tannual and FΣ, for consistency with the way radiative forcing was computed
when calibrating parameters used in the global heat balance equation.

4.5. τ and Sea Level. Import the list tannual from ...prescribed...xlsx.
Import gs (S1,3,6–12); Ftype (S1,3,15); Smax (S1,3,16);
{cth = 28.49 (W/m2)/◦C, λ = 0.5175 ◦C/(W/m2), τ1 = 1.3087 ◦C, Sref=26.695, Fw = 0.0135
MtonneS/yr(S3,32–36}; and t1 (S3, 3).

Define the function u(b2, b3) = 1/(1 + e−(t−b2)/b3) as in ...prescribed...nb.
Let FS be cubic interpolation of the input values of FΣ. Integrating from τ1 at time t1 to the last
element of the list tannual, solve

(4.53) τ ′noSRM = (FS − τnoSRM/λ)/cth

Then, if gs1 ̸= 0, find the radiative shielding ∆F needed to limit τ by computing

gs = 1− u(gs6, gs7) + u(gs6, gs7)(1 + gs1u(gs2, gs3)− (1 + gs1)u(gs4, gs5))(4.54)

τ ′SRM = gsτ
′
noSRM(4.55)

τSRM =

∫ t

t1

τ ′SRMdt(4.56)

∆Funlimited = FS − (cthτ
′
SRM + τSRM/λ)(4.57)

∆Fmax = Ftype(1− e−Smax/Sref)(4.58)

∆F = ∆Funlimited − (∆Funlimited −∆Fmax)/(1 + e−(∆Funlimited−∆Fmax)/Fw)(4.59)

SSRM = −Sref ln[1−∆F/Ftype](4.60)

Then, starting again from τ1 at time t1, solve

(4.61) τ ′ = (FS −∆F − τ/λ)/cth
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From ...master...xlxs, import: {aS = 0.003266 (m/yr)/◦C, τS = 0.1626◦C, S1 = 0.08015◦C,
and H0 = 0.26 m} (S3,36–39).

For sea level change S from 1990, and H from 1750, solve

(4.62) S′ = aS(τ − τS)

starting from S1 at time t1 and set

(4.63) H = H0 + S

Output columns with tannual, τ , τnoSRM, τ ′, τ ′noSRM, SSRM, ∆F , and H, setting ∆F = 0 if gs1 = 0.

4.6. Background. Import from ...master...xlsx: t2 (S1,3,14); tlong (S3,4); {nin = 2, ω = 0.675,
t̄ = 7.76 yr, θ = 1.345, ρ̄ = 0.023 yr−1, t0 = Julian year 1990} (S4, 3–8); B1r (S5,3–18,3); B2r(S5,3–
18,4); B3r(S5,3–18,5); b1r (S5,3–18,7); b2r (S5,3–18,8); and b3r (S5,3–18,9).

Set

ne = [Min[2,Max[nin,Log2[3] + 0.001]](4.64)

nout = Floor[t
1/ne

long ] + 1(4.65)

tout = Join[Table[Ceiling[t2 + kne − 1], {k, 1, nout − 1}], {t2 + tlong}](4.66)

sout = (tout − t0)/t̄(4.67)

where Floor rounds non-integers down and Ceiling rounds up, both producing integers. Define the
function u(b2, b3) = 1/(1 + e−(t−b2)/b3) as in ...prescribed...nb. Then set

α = 1− ω(4.68)

δr = (t̄/b3r)θ/ω(4.69)

ρ = t̄ρ̄(4.70)

rdep = 1− ρ(4.71)

µr = t̄/B3r(4.72)
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For use in computing dimensionless welfare integrands, set

Lr = 1/(1 + e−(t0+t̄s−B2r)/B3r)(4.73)

Mr = 1− Lr(4.74)

asr = 1/(1 + e−(t0+t̄s−b2r)/b3r)(4.75)

zsr = 1− asr(4.76)

K0r = (asr/(1 + δrzsr))
1/ωLr(4.77)

K̇0r = dK0r/ds(4.78)

Y0r = asK
α
0 L

ω
r(4.79)

Ẏ0r = dY0r/ds(4.80)

F0r = Y0r/K0r(4.81)

Ḟ0r = dF0r/ds(4.82)

R0r = (F0r − 1 + µθM)/θ(4.83)

C0r = Y0r/α+ rdepK0r − K̇0r(4.84)

ckr = R0r(F0r − rdep)− Ḟ0r − (ω/θ)F0rC0r/K0r(4.85)

cpr = Ẏ0r/α−R0rY0r/α− F0rC0r/θ(4.86)

cDr = cpr/ckr(4.87)

cY r = (Y0r/α)/ckr(4.88)

ċDr = dcDr/ds(4.89)

ċY r = dcY r/ds(4.90)

If a symbolic derivative calculator is not available, then finite difference expressions of the form
Q̇ = (Q|t=tannual+1−Q|t=tannual−1)/2 can be used to compute values of ċDr and ċDr in order to avoid
coding long expressions for those derivatives that are worked out separately.

Output a file of six sheets, with each sheet having nr +2 columns and nout+3 rows that include
two header rows, one footer row, and nout data rows. The first row of the first column of each sheet
contains the name of what the sheet contains: K0, C0, cD, cY, cDdot, cYdot, respectively, followed
by “tout” and then the region name abbreviations. The second row of each sheet contains headers
“sout,” “Julian”, and the region name abbreviations. The footer row contains the input file name,
“Julian,” all but the last of the region name abbreviations, and the module name.

4.7. Impacts. Set ge1 = 0. From ...master...xlsx, import gen (S1,1,2–5) for n=2 . . . 5; ts (S1,3,13);
t2 (S1, 3,14); Ftype (S1,3,15); g1r (S1,4,2–17); bs2 (2,20,4); bs3 (S2,20,5); tlong (S3,4);
fpay,r (S1,5,2–17); fTr (S1,6,2–17); t1 (S3,3); Sref = 23.695 MtonneS/yr (S3,31); τS (S3,34); H0

(S3,36); t0=Julian tear 1990 (S4,8); {ω, t̄, θ} (S4,4–6); and {τ0, < CO2 >OC=280 ppm, αOC =

0.00569 pHunit/ ppm1/βOC , βOC = 0.67, γOC = 0.56 pHunit−1} (S4,9–13).
B0r (S5,3–18,2) are included only to allow for a modification for output to plot total population.
b0r (S5,3–18,6) are additive constants to per capita GDP also included but not used.
Import B1r (S5,3–18,3); B2r(S5,3–18,4); B3r(S5,3–18,5); b1r (S5,3–18,7); b2r (S5,3–18,8); b3r (S5,3–
18,9); σr (S6,3–18,2); ζr (S6,3–18,3). Set ϵn = 0 and t1/2,n = 0 for n=1–4.
Import ϵn (S7,3–15,2) and t1/2,n (S7,3–15,3) for n=5–17.

Import the climate impacts in percent of GDP in 2019, cXY
r , from all but column 1 and all but the

header and footer rows from Sheet 8.
From ...background...xlsx, import tout,j by dropping the header and footer rows from column 2.
Set nout equal to the length of tout. From ...co2...xlsx, import tannual from column 1 and annual
<CO2> from column 2 by dropping header and footer rows. From ...seatau...xlsx, import annual
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values of τ , τ ′, ∆F , and sea level H from columns 4–7.

4.7.1. Climate Change Impacts. Let jout be the positions in tannual of the elements of the list tout,
and denote by subscripts jk the values of parameters at times tjk one year before, at, and one year
after time tout,j . Define u as in...prescribed...nb and α, ar, zr, δr, and Lr as in ...background...nb.
Set

yr = b1r(ar/(1 + δrzr)
α)1/ω(4.91)

Pr = B1rLr(4.92)

Set yr1 and Pr1 equal to the values of yr and Pr respectively at time t1.
Set

AOC,jk = αOC(< CO2 >jk − < CO2 >OC)
βOC(4.93)

AOC0 = αOC(< CO2 >0 − < CO2 >OC)
βOC(4.94)

AOC1 = αOC(< CO2 >1 − < CO2 >OC)
βOC(4.95)

Rjk = γOCAOC,jk/(1 + γOCAOC,jk)(4.96)

ROC
0 = γOCAOC0/(1 + γOCAOC0)(4.97)

R1 = γOCAOC1/(1 + γOCAOC1)(4.98)

and, for each region r,

Σ1r = (1 + σr)(H1/1m)σr(τ1 − τS)(4.99)

Σr = (1 + σr)(H/1m)σr(τ − τS)(4.100)

Σ0r = (1 + σr)(H0/1m)σr(τ0 − τS)(4.101)

The 1m in the denominators here are a reminder that a dimensionless quantity is raised to the
powers σr.

Import from ...master...xlsx: {τ ′0 = 0.01659◦/yr, < CO2 >0= 353.3 ppm} (S4,14–15). Then set

(4.102) Tjk = τjk − τ0

For the seventeen impact types n, and sixteen regions r set

(4.103) GXY
rjk = Tjk

where superscript examples of XY are impact type identifiers, not exponents. Then, for ten of the
impact types, for every r, overwrite GXY

rjk with

GRT
rjk = (τ ′jk)

2 − (τ ′0)
2(4.104)

GQT
rjk = T 2

jk(4.105)

GAC
rjk = ln(< CO2 >jk / < CO2 >0)(4.106)

GFC
rjk = GAC

rjk(4.107)

GWT
rjk = (Prjk/Pr1)

ϵWT Tjk(4.108)

GHT
rjk = ArcTan(Tjk)(4.109)

GCT
rjk = τ2jk − τ20(4.110)

GV C
rjk = < CO2 >jk − < CO2 >0(4.111)

GOT
rjk = Σrjk − Σ0r(4.112)

GOC
rjk = Rjk −ROC

0(4.113)
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For all r and XY , let GXY
1r be the expressions for GXY

rjk evaluated with quantities with subscripts
jk replaced by values of those quantities at time t1. For XY being RT, LT, QT, and AC, set

(4.114) fXY
rjk = cXY

r (yrjk/y1r)
ζrGXY

rjk /G
XY
1r

For all other XY, set

(4.115) fXY
rjk = cXY

r (yrjk/y1r)
ϵXY

2
−(t−t1)/tXY

1/2 GXY
rjk /G

XY
1r

Set

(4.116) DCrjk = ω
∑
XY

fXY
rjk

where the sum is over all seventeen of the impact types XY.

4.7.2. Carbon Emissions Limitations Impacts, Transfers, SRM, and Total Impacts. Import from
...master...xlsx: {αE = 3.76, βE = 1.86, ϵ = 0.01, cSRM = 0.0046 T$2019ppp/TtonneS} (S4,16–19)
and fTr (S1,6,2–17).

Define e23, f23, e45, f45, ey3, ey5, fp1, fgr as in ...co2...nb, and evaluate fgr at time tjk to get fg,rjk.
Set

fget,r = Min[fTr, 0](4.117)

fgive,r = Max[fTr, 0](4.118)

The fgive,r are meant to add to 1. If not rescale them to add to 1. With
∑

r the sum over all
regions, set

GDP,rjk = yrjkPrjk(4.119)

Σpay,jk = αE

∑
r

((1− fg,rjk)
βEfget,rGDP,rjk)(4.120)

DTrjk = ωΣpay,jkfgive,r/GDP,rjk(4.121)

DErjk = −ωαE(1− fg,rjk)
βE (1 + fget,r)(4.122)

SSjk = −SrefLn[1−∆Fjk/Ftype](4.123)

DSrjk = −ω(cSRM/ϵ)fpay,rSSjk/GDP,rjk(4.124)

Drjk = DCrjk +DErjk +DTrjk +DSrjk(4.125)

Extract Drj from the middles of the triplets Drjk, and evaluate the dimensionless derivatives

Ḋrj(s) = t̄(Drj3 −Drj1)/2(4.126)

D̈rj(s) = t̄2(Drj3 − 2Drj2 +Drj1)(4.127)

where an overdot denotes d/ds.
Output a file with five sheets, each with values at dimensionless times ‘ and otherwise formatted

as in ...background...xlsx except with ‘Lr”, “ar”, “Dofsr”, “Ddotofsr”, and “Ddotdotofsf” in the
top left cell respecitvely in the five sheets.

4.8. Welfare. From ...master...xlsx, import t2 (S1,3,14), femp,ref (S1,3,17), tlong (S3,4), {ω, t̄, θ, ρ̄, t0}
(S4,4–8); ϵ (S4,18); ȳs = 0.601 k$2019ppp/person (S4,20); B1r (S5,3–18,3); B2r(S5,3–18,4); B3r(S5,3–
18,5); b1r (S5,3–18,7); b2r (S5,3–18,8); and b3r (S5,3–18,9). From ...background...xslx, import sout,j
as in ...impacts...nb but using column 1. Set nout equal to the length of sout. Import region abbrevia-
tions as in ...impacts...nb and set nr equal to the length of that list. From sheets 1–6, drop the header
and footer rows and first two columns, and extract respectively {K0rj , C0rj , cDrj , cY rj , ċDrj , ċY rj}.
From ...impacts...xlsx sheets 1–5 respectively, drop the header and footer rows and first two columns
and extract respectively {Lrj , arj , Drj , Ḋrj , D̈rj}. Define δr as in ...background...nb.
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Define α, ρ, and rdep as in ...background...nb.

Set

s2 = (t2 − t0)/t̄(4.128)

K̄r = b1r t̄/α(4.129)

βr = ((K̄r/t̄)/(B1rȳs))
1−θ(4.130)

cWr = B1r t̄βre
ρs2(4.131)

4.8.1. Without Empathy. Let sm be the last element of sout.

Mrj = 1− Lrj(4.132)

zrj = 1− arj(4.133)

K1rj = cDrjDrj + cY rjḊrj(4.134)

K̇1rj = ċDrjDrj + (cDrj + ċY rj)Ḋrj + cY rjD̈rj(4.135)

C1rj = arjK
α
0rjL

ω
rj(Drj/α+K1rj/K0rj)− rdepK1rj − K̇1rj(4.136)

I1rj = e−ρsout,jLθ
rjC

−θ
0rjC1rj(4.137)

I1r = Interpolation[sout,j , I1rj ](4.138)

∆W̄r = 1000 ϵ cWr

∫ sm

s2

I1r ds(4.139)

where “Interpolation” denotes cubic interpolation of pairs of dimensionless times and integrand
values. The factor of 1000 converts from Gperson-yr to Mperson-yr.

4.8.2. With Empathy. Set

yrj = b1r(arj/(1 + δrzrj)
α)1/ω(4.140)

Prj = B1rLrj(4.141)

Unless femp,ref = 0 define an empathy integrand matrix

I1qrj = femp,ref(Prj/PUSA,j)(yrj/yUSA,j)
θI1qj(4.142)

I1qr = Interpolation[sout,j , I1qrj ](4.143)

Eqr = 1000 ϵ cWr

∫ sm

s2

I1qr ds(4.144)

Er = ∆W̄r − Err +
∑
r

Eqr(4.145)

where the sum in the equation for Er is over all sixteen regions.
Output a file with nineteen rows with the first row containing descriptors for ∆W r and ∆Er

and the values thereof for the sixteen regions in rows 3–18. Put the three letter abbreviations for
the regions in the first column.

4.8.3. Background Economy without Empathy. For viewing within the coding only but not pro-
grammed for output, welfare for the background economy is computed as follows

Imax,rj = e−ρsout,jLrj/(θ − 1)(4.146)

I0rj = e−ρsout,jLθ
rjC

θ
0rj/(θ − 1)(4.147)

W̄0r = 1000B1 t̄ e
ρs2

∫ sm

s2

(Imax,rj − βrInterpolation[sout,j , I0rj ]) ds(4.148)
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5. Master Input File Contents

The following description of the contents of the Master Input file provide an overview of what
it contains sheet by sheet. For some of these lists, but not all, a module where they are used
is indicated. The subsequent tables contain parameter values and numbers of some of equations
where parameters are used.

5.1. Variable Inputs. Sheet 1 contains all of the inputs that normally vary between multiple
executions of one or more modules for a series of calculations. Row 3 contains global constants, and
rows 4–6 contain region-dependent constants. Global constants include {ge2 . . . ge5, gs1 . . . gs7, ts, t2}
and {Ftype, Smax, Ftype, femp,ref}. Region-dependent constants include {g1r, fpay,r, fTr}.

5.2. Logistic, Cosine, and Greenhouse Gas Forcing Formula Constants. Sheet 2 contains
{bn0, bn1, bn2, bn3} for n=4–8; {bsn1, bsn2, bsn3; bG1, bG2, bG3} with G = N and G = M . It also
contains {bcn0, bcn1, bcn2, bcn3} for carbon emissions; bs2 and bs3; {bCn, bJn, bAn} for time-dependent
regional fractions of global carbon emissions; and forcing formula parameters {An, Bn, Cn, Dn}.
(There are entries for bsn0 and bs2 in Sheet 2, but these are not needed and not used.)

5.3. Times and Physical Model Global Constants. Sheet 3 contains t1, {tlong,ĉa, tpre, tN , tM};
{bNpre, bMpre, tH}; and {bd, βf , U1, fc, fm, apre, a3, νc, rsa}; {tN , tM , bNpre, bMpre, tH};
and {ac2019, sc2019, c1} for ...co2...nb. It also contains {aH , nin, C0, N0,M0, F1,pre, F2,pre, F3,pre} and
Mmeasured,pre for ...forcing...nb; {cth, λ, Sref, Fw, aS , τS , S1, H0} for seatau...nb;
and H0 for ...impacts...nb.

5.4. Economics Constants not Part of Lists. Sheet 4 contains, with all values in Column
2, {ω, t̄, θ, ρ̄}, for ...background...nb; t0; {τ0, CO2OC,αOC , βOC , γOC , τ

′
0, CO20, αE , βE , ϵ, cSRM} for

...impacts...nb; and ȳs for ...welfare...nb.

5.5. Population, Productivity, and per capita GDP. Sheet 5 contains Bnr, bnr with n=0–3.

5.6. Other Region-dependent Constants. Sheet 6 contains fr for ...co2...nb and σr and ζr for
...impacts...nb.

5.7. Constants by Non-agricultural Impact Type. Sheet 7 contains ϵXY , t1/2,XY

for ...impacts...nb.

5.8. Impacts in 2019. Sheet 8 contains cXY
r for ...impacts...nb.
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Table S1. Sheet 1, Default Values Deal for Variable Parameters

Symbol Value Units Eq. # Type
g2 36 yr 4.28 Final emissions multiplier at t1 + g2 as g3 → 0
g3 8 yr 4.28 Smoothing width around time t1 + g2
g4 10 yr 4.30 Emissions limitation starts at t1 + g4 as g5 → 0
g5 4 yr 4.30 Smoothing width around time t1 + g4
gs1 0 1 4.54 -1 for τ → constant; < -1 for decrease
gs2 2037 Julian 4.54 SRM start time in gs3 → 0 limit
gs3 6 yr 4.54 Smoothing width around time gs2
gs4 2067 Julian 4.54 τ stabilization time in gs5 → 0 limit if gs1 = −1
gs5 6 yr 4.54 Smoothing width around time gs4
gs6 2031 Julian 4.54 No SRM before gs6 in gs7 → 0 limit
gs7 2 yr 4.54 Smoothing width around time gs6
ts 2031 1/yr 4.36 No emissions limit before ts in bs3 → 0 limit
t2 2031 Julian 4.128 Welfare integral lower time limit

Ftype 6.2693 W/m2 4.123 Ftype(1− eSS/Smax) W/m2 with SS MtonneS/yr

Smax 100 MtonneS/yr 4.123 Ftype(1− eSS/Smax) W/m2 with SS MtonneS/yr
g1r 1 1 4.36 Full Green Deal emissions limit fractions by region
fpay,r 0 1 4.124 Fractions of direct cost SRM for region r
fTr 0 1 4.117 fTr > 0=pay fraction; < 0, mitigation ×(1 + fTr)
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Table S2: Sheet 2, Logistic and other Function Parameters

Subscript: 0 1 2 3 Eq. Modules
Units W/m2 W/m2 Julian Years Prescribed
b4 0.0021 -0.2128 1916.49 35.96 4.2 Land use (albedo)
b5 -0.0016 0.2342 2040.36 20.15 4.3 Contrails cirrus
b6 -0.0019 0.4051 1979.83 7.41 4.4 Halogens
b7 -0.2057 2.3835 2041.44 42.99 4.5 O3 +BC on snow
b8 0.0026 -5.4233 1994.81 32.11 4.6 Tropospheric aerosols
Units W/m2 W/m2 Julian Years Solar cosines + constant
bs1 0 -0.046095 1650 842 4.7 Grand minimum cycle
bs2 0 0.03227 1772.23 87.53 4.8 Gleissberg cycle
bs3 0.0232 -0.02044 1927.00 269.95 4.9 Amplitude modulation
Units ppb/yr ppb/yr Julian Years N2O CH4

bN 0 4.95 2059.82 50.76 4.10 N2O emissions
bM 0 135.21 1954.50 27.03 4.10 CH4 emissions
Units TtonneC/yr -TtonneC/yr Julian Years Carbon emissions
b1 -0.000075 0.005940 1950.98 46.20 4.21 Land use early
b2 0 0.002967 2021.63 8.91 4.22 Land use late
b3 -0.000002 0.015285 2002.57 27.82 4.23 Industrial
Units 1 1 Julian Years CO2
C 0.03415 0.05461 2031.82 17.72 4.38 CAN carbon emissions
J 0.03864 0.18873 2000.15 28.43 4.39 JPK carbon emissions
A 0.00926 0.03999 1998.42 19.61 4.40 ANZ carbon emissions
bs 0 1 2020 2 4.36 Smoothed step functions
Units Various Various Various Various Forcing
1 -2.4785×10−7 0.00075906 -0.0021492 5.2488 4.48 <CO2>
2 -00034197 0.00025455 -0.00024357 0.12173 4.49 <N2O>
3 -0.000089603 -0.00012642 0 0.045194 4.50 <CH4>
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Table S3. Sheet 3, Model Scalar Parameters

Symbol Value Units Eq. # Type
t1 2019 Julian 4.45 Calibration database last year
tlong 300 yr 4.66 Welfare integral timespan
ĉa 0.3709 1 4.6 Tropospheric aerosol forcing multiplier
tpre 1750 Juilan 4.10 Preindustrial base year
tN 116 yr 4.12 Inverse of <N2O> clearance rate
tM 9.1 yr 4.12 Inverse of <CH4> clearance rate
tH 2 yr 4.20 Delay for stratospheric H2O vapor forcing
bd 0.6781 1/TtonneC 4.27 Fossil fuel depletion coefficient
βf -0.35 1 4.27 Fluid fossil fuel price elasticity
U1 0.4386 TtonneC 4.27 Cumulative industrial carbon emitted by 2019
fc 0.41 1 4.45 Coal fraction of industrial carbon emissions
fm 0.5813 1 4.44 Maximum carbon sequestration escape fraction
apre 0.5920 TtonneC 4.44 Atmospheric carbon in 1750
a3 0.5244 TtonneC 4.44 Carbon sequestration formula parameter
νc 0.1285 1/yr 4.46 Atmosphere/ocean transfer rate coefficient
rsa 1.5331 1/yr 4.46 Atmospheric carbon coefficient
ac2019 0.8709 TtonneC 4.45 Atmospheric carbon in 2019
sc2019 1.0759 TtonneC 4.46 Upper ocean exchangeable carbon in 2019
c1 0.002124 TtonneC/ppm 4.47 Atmospheric carbon to concentration ratio
aH 0.000048 (W/m2)/ppb 4.52 Stratospheric H2O (W/m2) per ppb <CH4>
C0 277.15 ppm 4.48 Radiative forcing formulas parameter
N0 273.87 ppb 4.49 Radiative forcing formulas parameter
M0 731.41 ppb 4.50 Radiative forcing formulas parameter
F1,pre 0.029 W/m2 4.48 Subtract to zero F1 in 1750
F2,pre -0.013 W/m2 4.49 Subtract to zero F2 in 1750
F3,pre 0.088 W/m2 4.50 Subtract to zero F3 in 1750
Mmeasured,pre 742.60 ppb 4.52 Preindustrial <CH4> for stratospheric H2O
cth 28.49 (W/m2)/◦C 4.53 Thermal inertia coefficient
λ 0.5175 ◦C/(W/m2) 4.58 Equilibrium climate sensitivity
τ1 1.3087 ◦C 4.53 τ in 1991
Sref 26.695 MtonneS/yr 4.58 Sulfur injection rate coefficient
Fw 0.0135 W/m2 4.59 Width parameter for Smax limit
aS 0.003266 (m/yr)/◦C 4.62 Sea level coefficient
τS 0.1626 ◦C 4.62 τ for sea level equilibrium
S1 0.08015 m 4.62 Initial condition for S at time t1
H0 0.26 m 4.63 Sea level rise from 1750 to 1990
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Table S4. Sheet 4, Economic Model Scalar Parameters

Symbol Value Units Eq. # Type
nin 2 1 4.64 Exponent for list of computation times
ω 0.675 1 4.68 Labor fraction of production
t̄ 7.76 yr 4.69 Capitalization time
θ 1.345 1 4.83 Utility exponent is 1− θ
ρ̄ 0.023 1/yr 4.70 Social discount rate
t0 1990 Julian year 4.128 Base year for dimensionless time
CO2OC 280 ppm 4.93 Year 1750 <CO2> for reef damage

αOC 0.00569 pHunit/ppm1/βOC 4.93 Upper ocean acidity coefficient
βOC 0.67 1 4.93 Upper ocean acidity exponent
γOC 0.56 1/pHunit 4.96 Coral reef damage coefficient
τ ′0 0.1659 ◦C 4.104 dτ/dt in 1990
CO20 353.3 TtonneC 4.106 <CO2> in 1990
αE 3.76 % 4.120 Decarbonization GDP impact coefficient
βE 1.86 1 4.120 Decarbonization GDP impact exponent
ϵ 0.01 1 4.139 Climate impact expansion parameter
cSRM 0.0046 T$2019ppp/TtonneS 4.124 Direct cost of SRM per TtonneS
ȳs 0.601 k$2019ppp/person 4.130 Per capita consumption defining 0 welfare

Table S5. Sheet 5, Population and Per Capita GDP Parameters

Region B̄r0 B̄r1 B̄r2 B̄r3 br0 br1 br2 br3
USA 0.010 0.448 1980.33 43.47 2.91 139.15 1999.93 43.97
CAN 0.001 0.057 1994.06 40.31 2.55 79.99 1978.89 35.13
WEU 0.135 0.318 1935.90 41.51 4.30 59.74 1972.71 24.75
JPK 0.041 0.133 1948.88 19.28 1.66 44.93 1973.41 15.40
ANZ 0.0004 0.054 2011.22 42.73 7.24 83.22 1992.81 31.28
CEE 0.037 0.086 1913.99 30.69 2.10 59.74 2007.24 40.28
FSU 0.054 0.263 1939.88 35.72 2.38 17.92 1953.36 15.69
MDE 0.026 0.534 2009.02 23.77 1.85 29.57 1975.81 29.99
CAM 0.008 0.224 1993.45 24.41 1.86 20.49 1961.68 30.24
SAM 0.010 0.545 1988.03 27.25 1.34 24.27 1975.47 40.07
SAS 0.225 2.537 2004.11 25.83 1.46 14.26 2014.99 12.06
SEA 0.041 0.946 1995.90 30.28 1.19 64.06 2031.38 25.42
CHI 0.388 1.081 1974.40 16.22 0.61 74.20 2023.41 14.00
NAF 0.011 0.380 2018.84 30.47 1.46 42.62 2036.64 48.12
SAS 0.065 4.643 2054.55 29.14 0.98 1.90 1941.26 30.88
SIS 0.005 0.061 1982.91 30.60 1.41 20.35 1981.77 37.88
Eq. # 4.92 4.73 4.72 4.91 4.75 4.69



18

Table S6. Sheet 6, σr, ζr, and fr

Region fr σ2 ζr
USA 0.0888 -0.417 -0.769
CAN 0.0255 -0.739 -0.669
WEU 0.0738 -0.727 -1.002
JPK 0.0199 -0.588 -0.942
ANZ 0.0654 -0.452 -0.894
CEE 0.0142 -0.807 -1.045
FSU 0.0790 -0.445 -0.573
MDE 0.0732 -0.372 -0.919
CAM 0.0140 -0.322 -0.577
SAM 0.0315 -0.244 -0.218
SAS 0.0821 -0.070 -0.715
SEA 0.0541 -0.188 -0.558
CHI 0.3348 -0.292 -0.530
NAF 0.0174 -0.663 -0.568
SAS 0.0222 -0.201 -0.711
SIS 0.0040 -0.333 -1.446
Eq. # 4.37 4.104 4.114

Table S7. Sheet 7, ϵXY , and 1/νXY

XY ϵXY 1/tXY
1/2 (yr)

FT -0.31 0
FC -0.31 0
WT -0.15 138.6
HT -0.20 0
CT -0.20 0
VC -1 0
OT 0 0
OC 0 0
MT -1.58 30
DT -0.42 30
VT -2.65 16
ST -0.514 0
KT -0.501 0
Eq. # 4.37 4.104
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Table S8A. Sheet 8 Part A of % GDP Impacts in 2019

Type USA CAN WEU. JPK ANZ CEE FSU MDE
AR -.0097 -.0028 -.0013 -.0004 -.0011 -.0016 -.0020 -.0010
AL .0342 .2010 .0214 .0171 .0985 .0839 .1205 .0549
AQ -.0111 -.3026 -.0090 -.0055 -.0224 -.0216 -.0348 -.0151
AC .0666 .0405 .0903 .0554 .1809 .0097 .1016 .0724
FT .0013 .0003 .0006 .0011 -.0030 .0014 -.0007 0
FC .0004 8E-5 .0002 .0003 -.0009 .0004 -.0002 0
WT -.0311 -.0273 -.1331 .0001 .0001 -.3394 -1.1416 -.0602
HT .2635 .2347 .1497 .1282 .0906 .2750 .2954 .2028
CT -.0868 -.0770 -.1540 -.0120 -.0084 -.0744 -1.0934 -.0962
VC -.0135 -.0166 -.0180 -.0206 -.0184 -.0346 -.0483 -.0408
OT -.0003 0 0 -.0141 -.0138 0 0 -.0040
OC -4E-5 0 0 -.0003 -.0191 0 0 -.0009
DT -.0144 -.0193 -.0054 -.0003 -2E-5 -.0054 -.0791 -.0109
MT -.0042 -.0053 -.0015 -.0004 -.0002 -.0020 -.0207 -.0004
VT -2E-6 -3E-6 -3E-5 -.0003 -1E-6 -4E-5 -5E-5 -.0028
ST -.0084 -.0005 -.0006 -.0019 -.0041 -.0001 -.0003 -4E-5
KT -.0073 -4E-5 -7E-5 -.0011 -.0003 -3E-5 -.0001 -3E-5

Table S8B. Sheet 8 Part B of % GDP Impacts in 2019

Type CAM SAM SAS SEA CHI NAF SSA SIS
AR -.0012 -.0006 -.0010 -.0003 -.0016 -.0012 -.0014 -.0010
AL .0886 .0085 .0642 .0191 .1462 .0707 .1190 .0397
AQ -.0215 -.0057 -.0151 -.0057 -.0403 .-0202 -.0256 -.0069
AC .1751 .1343 .1114 .1105 .3740 .0924 .1934 .1980
FT .0005 .0006 .0008 .0013 .0012 0 .0003 0
FC .0001 .0002 .0002 .0004 .0004 0 .0001 0
WT -.0619 -.0669 -.0519 -.1301 .2016 -.4036 -.1651 -.0622
HT .0670 .0805 .0377 .0076 1.6358 .0090 .0039 3E-5
CT -.1013 -.1084 -.1030 -.2580 -.7938 -.7564 -.3467 -.0990
VC -.0521 -.0557 -.1615 -.0641 -.0516 -.0806 -.5056 -.0696
OT -.0044 -.0004 -.0026 -.0491 -.0003 -.0015 -.0014 -.4754
OC -.0010 -.0003 -0004 -.0072 -5E-5 -.0010 -.0047 -.0648
DT -.0550 -.0050 -.0022 -.0079 -.0005 -.1157 -1.3205 -.0607
MT -.0013 -.0012 -.0007 -.0007 -.0004 -.0022 -.0118 -.0017
VT -.0005 -.0005 -3E-5 -.0003 -1E-5 -.0425 -.3100 -.0117
ST -.0108 -.0001 -.0043 -.0016 -.0040 -7E-7 -.0021 -.0361
KT -.0001 -.0001 -.0002 - 3E-5 -2E-5 -2E-5 -.0001 -.0028

E-n is 10−n. Tabels 8A and 8B contain cXY
r , used in Eqs. 4.114 and 4.115.
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6. Derivation and Calibration

6.1. Prescribed Radiative Forcing. Estimates of radiative forcing from changes in land use F4,
contrails and cirrus clouds F5, halogens F6, ozone plus black carbon on snow F7, and tropo-
spheric aerosols F8 came from “Table A.III.3” of International Program on Climate Change Work-
ing Group I Sixth Assessment Report (Masson-Delmotte et al., 2021). Least squares fits to constant
plus logistic functions were used from 1850–2019 for changes in land use, for years from 1950–2019
for halogens, and from a more detailed time series from 2000–2018 for effects of global aviation (Lee
et al., 2020). Using radiative forcing estimates from Table A.III.3, a set of pollutants with regional
environmental effects were modeled as having logistic rates of change, leading to fits with constants
plus temporal derivatives of logistic functions. Radiative forcing from these pollutants, tropospheric
ozone and black carbon on snow, and were combined for simplicity with anthropogenic radiative
shielding from stratospheric ozone, leading to a net radiative forcing.

Uncertainty about the absolute value of radiative shielding from tropospheric aerosols (Masson-
Delmotte et al., 2021) was estimated as 1.62 times as large the square root of the sum of squares of
a measure of all other contributions to radiative forcing. The least squares fit to the nominal radia-
tive (negative) forcing from 1810–2019 contributions from tropospheric aerosols (Masson-Delmotte
et al., 2021) was thus multiplied by a factor with a value calibrated with other global heat balance
parameters as described in the subsection on Sea Level and τ below.

6.2. Nitrous Oxide and Methane. Parts per billion by volume (ppb) concentrations were mod-
eled as evolving according to equations of the form

(6.1) G′ = eG −G/tG

with G being increases in <N2O> or <CH4> over fits to Julian year 1750 concentrations Gpre. The
inputs bGn for G= N and M and n = 1, 2, 3 are parameters of logistic functions for anthropogenic
emissions eG. Solutions for the above analytic function solutions to G′ = eG−G/tG with initial con-
ditions in 1750 of Gpre gave least squares fits to estimates of atmospheric concentrations of <N2O>
or <CH4> from 1750–2019. Those concentrations came from a combination of ice core (MacFar-
ling Meure et al., 2006) and direct atmospheric measurements Butler & Montzka (2017). The ice
core measurements were rescaled to match the direct atmospheric measurements by multiplying by
the 1980 direct to ice core ratios of 0.998 for <N2O> and 1.005 for <CH4>. Reference values for
tG of 116 yr for <N2O> and 9.1 yr for <CH4> came from Masson-Delmotte et al. (2021).

6.3. <CO2>. Anthropogenic carbon emissions in the form of CO2 are divided into industrial
emissions and emissions associated with deforestation and other land use changes. Estimates of
historical industrial emissions were fit with a constant plus logistic function. Estimates for historical
emissions from land use changes were fit with a constant plus two time derivatives of logistic
functions. The fitting parameters were least squares fits to estimates from 1850–2019 (Global
Carbon Project, 2020). A small fraction associated with production of cement net of recarbonization
is included but not treated differently than emissions from combustion of fossil fuels.

Historically, the effect on prices of depletion of fluid fossil fuels (oil and natural gas), has been
complicated by an interaction between technological progress in resource extraction and varying
degrees of non-competitiveness in domestic and international markets. Looking forward, however,
it is anticipated here that inflation-adjusted extraction costs may increase with global fluid fossil
fuel resource depletion, c.f. Rogner (1977), as coming closer to physical limits constrains increasing
extraction efficiency. The fraction that coal contributes to emissions from fuel combustion was
approximately constant at 0.41 from 1965–2019 (BP, 2021) and is approximated as continuing so.
Using Mexico as an example (Huntington et al., 2017) of a middle income country heavily reliant
on fluid fossil fuels, a price elasticity coefficient of βf = −0.35 was used to temper extrapolated “No
Deals” industrial carbon emissions. In general, that approach would involve numerical integration of
the balance equation for the rate U ′ of industrial carbon emissions, which is a function of cumulative
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emissions U as a result of the resource depletion effect. For the purposes of the manuscript,
extrapolations for more than a few times the inverse of the social discount rate 0.023/yr were
of little interest, so it sufficed to use only the first step in a successive approximation approach
where an analytic result for U(t) without resource depletion is used to estimate the depletion effect
factor fd. That is, the analytic function result for U(t) was used when computing the depletion
effect function fd. That result for fd was close enough 1 that its expected accuracy did not justify
the additional complication of using it to recompute U(t) numerically for use in obtaining a slightly
different estimate of fd even once.

Values of the parameters νc and rsa in the carbon balance equations were estimated by a least
squares fit to an exponential decline of part of the atmospheric CO2 content from GFDL model
result (MacDougall et al., 2020) for an abrupt termination of anthropogenic atmospheric emissions.
Using those results, the remaining parameters in the carbon balance model were from a least squares
fit to direct atmospheric CO2 concentrations from 1979–2019, from a database described in Butler
& Montzka (2017).

6.4. Forcing from All but SRM. Radiative forcing from stratospheric water vapor in a given
year is taken to be proportional to the anthropogenic increase <CH4>-Mmeasured,pre at time tH=2
years earlier (Miller et al., 2014). The proportionality constant aH = 0.000048 W/m2 was estimated
by a least squares fit to aH times that anthropogenic increase in radiative forcing, rounded to the
nearest 0.01 W/m2 to match the rounding in the (Masson-Delmotte et al., 2021) list. Mmeasured,pre

is taken to be a measure of an effectively constant <CH4> in over the two years prior to 1750,
since the measured values in those two year are respectively 0.1 ppb higher and lower.

Values for Julian year 1750 of<CO2>, <N2O>, and<CH4>, taken from the above-mentioned ice
core measurements and rescaled slightly to match direct atmospheric measurements, are not exactly
equal to the parameters C0, N0, and M0 used in radiative forcing formulas. For consistency with
radiative forcing numbers used in calibrating parameters in the global heat balance equation, the
small radiative forcing values obtained from inserting those measured concentrations are subtracted
here from the results from the radiative forcing formulas so that the net radiative forcing is zero
in 1750. The somewhat different values of apre/c1, bNpre and bMpre per Table S3 are used only for
extrapolations from year 2019 of <CO2>, <N2O>, and <CH4>. For that purpose, the parameters
used in those extrapolations are calibrated against data from ranges of times that put more emphasis
on capturing recent trends for extrapolation rather than precisely matching mid eighteenth century
measurements.

6.5. Sea Level and τ . A linear global heat balance was used, in light of a zero coefficient of the
quadratic term in a nonlinear model lying at or close to the middle of a range of uncertainties for
that term per Rohrschneider et al. (2019) and references therein. A constraint on possible future
use of the model described here is that paleoclimate analysis suggests nonlinearity at global average
temperatures below the minimum values reached in examples described in the manuscript (Friedrich
et al., 2016). Nor, as noted in the manuscript, is the model meant to used for cases where a “tipping
point” with a significantly nonlinear-response temperature response to radiative forcing is reached
without having been anticipated and avoided, using SRM if necessary to do so.

Probability distributions and maximum likelihood estimates were made for four a priori un-
certain parameters relevant to differences between data and global heat balance equation. Those
parameters are the thermal inertia parameter cth, λ, the multiplier ca of the above-mentioned Table
AIII.3 Masson-Delmotte et al. (2021) radiative forcing from tropospheric aerosols, and the differ-
ence ∆τ0 from an estimate (Hawkins et al., 2017) of 0.82◦C of how much the 1951–1980 average
of GISTEMP Team (2021) estimates exceed a temperature in equilibrium with zero radiative forc-
ing. That is after accounting for a -0.02 ◦C correction or removal from the GISTEM numbers
the effects of volcanic eruptions and Schwabe cycle variations that Hawkins et al. did not correct
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for. Like in Hawkins et al. the approach used here removed El Niño Southern Oscillation (ENSO)
variations from the GISTEMP numbers.

The data used for calibration of parameters in the global heat balance equation were from annual
global average temperatures from 1946–2019 and the 28 estimates of annual change in ocean stored
energy computed from data from years 1991–2018. Earlier data were not used to avoid years with
limited global and ocean depth coverage and a known global average temperature measurement
anomaly of uncertain size during World War II. This limitation on the data used also avoided the
complication of parameter estimation bias with a statistically significant temporal autocorrelation
of type AR1 in the temperature data and the computationally troubling moving average (MA1)
temporal autocorrelation in the annual changes in ocean stored energy data from von Schuckmann
et al. (2020).

Statistical tests for temporal autocorrelation, skewness and kurtosis deviations from normal
distributions, and for heteroskedasticity led to inclusion only of a statistically significant outlier in
the 2001 to 2002 growth in ocean stored energy. That inclusion was accounted for with a different
standard deviation for that year.

The maximum likelihood value ca = 0.37 is within a 5–95% confidence range reported with
figure 7.6 of the IPCC AR6 Working Group I report Masson-Delmotte et al. (2021). The accompa-
nying maximum likelihood parameter estimate for λ in the global balance equation cthτ

′ = F −τ/λ
was 0.5175 W/m2. That estimate was constrained by inclusion of ocean stored energy data from von
Schuckmann et al. (2020) in the calibration exercise, which precluded matching of the data used
by a combination of higher estimates of both the thermal inertia parameter cth and λ.

The temporal evolution of tropospheric aerosols shielding from the above-mentioned Table AIII.3
was fit with the time-derivative of a logistic function, with a peak in 1995 as indicated in Table S2
and a subsequent decrease in that shielding. Growth in total radiative forcing after that year is
reinforced with a continuation beyond 2019 of that decrease, but only much more weakly so than,
for example, if ca = 1 were prescribed with a resulting larger probability maximizing value of λ.
That accounts for the observation that the temperature evolution through 2080 of the No Deals
case with the present model is about the same as for the 32-model mean of the CIMP SP2-4.5
scenario McBride et al. (2021), even though SP2-4.5 has lower global carbon emissions than the
No Deals case per Hausfather (2020). However, extrapolations using global balance equations with
imposition by fiat of an estimate of one parameter inferred using a different parameter estimation
methodology would be inconsistent. If it were desired to explore the ramifications for computed
welfare results of global heat balance extrapolations with higher values of λ, then a more consistent
approach would be to sample quadrivalent probability distributions for all four of the parameters
used for the extrapolations.

The procedure for removing short term variations associated with five volcanic eruptions, ENSO,
and the Schwabe solar cycle, was a modified form of that used by Foster & Rahmstorf (2011). That
modification was to use their same values for temporal lag months between measures of those three
transient effects on τ but to allow for different temperature response multipliers of those three
effects while making estimates of four other parameters as described above.

For volcanic eruptions, effects of variations in atmospheric optical depth (NASA Goddard In-
stitute for Space Studies, 2016) below a threshold were treated as a contribution to other sources
of statistical deviations from a solution of the global heat balance equation. That AOD threshold
was set at 0.012. Rounded to the nearest 0.001, that was twice the average of the below-threshold
AOD variations from 1906–2018, a data-range chosen during studies of temporal autocorrelation
effects in GISTEMP results before 1946. The variation of below-threshold AOD by ±0.006 around
a pre-industrial average, and of associated radiative forcing and global average temperature impact,
was approximated as a minor component of substantially larger random departures of globally and
annually averaged temperature from an underlying trend. The over-threshold volcanic AOD values
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were lagged by seven months and multiplied by -2.36◦/AOD (Foster & Rahmstorf, 2011), and that
result was subtracted from the GISTEMP numbers.

Multivariant ENSO index (NOAA Physical Sciences Laboratory, 2021) numbers were lagged by
four months and multiplied by 0.08◦/AOD, and the result was subtracted from the GISTEMP
numbers. Differences between the above-mentioned three-cosine fit were converted to total solar
irradiance LASP (2021), multiplied by 0.084◦/(W/m2) of total solar irradiance), lagged by one
month, and subtracted from the GISTEMP numbers.

In the process of using principal component analysis to find a quadrivalent normal approximation
to the joint probability distribution for the four a priori uncertain parameters, maximizing param-
eters of cth = 28.49 (W/m2)/◦C, λ = 0.5175◦C/(W/m2), ĉa = 0.3707 and ∆τ0 = −0.02◦ were
found. The value of ∆τ0 = −0.02◦ is not seen in the global heat balance equation, but it does (very
slightly) affect the initial condition for τ in 2019 that is used as a starting point for extrapolations
from that time on. The estimate ∆τ0 = −0.02◦ is within the range of uncertainty from Hawkins
et al. (2017). Thus, the results for the operational definition of τ using the approach to estimating
radiative forcing described above are not inconsistent with estimates from those authors. For the
global heat balance model parameter calibration exercise, annually averaged estimates of radiative
forcing were available, and it was computationally convenient to use a sum of analytic solutions for
the increase in future years of annual averaged temperature that year and the preceding years. For
extrapolations, smooth functions of extrapolated radiative forcing were available, so it was more
computationally convenient to find solutions in the form of continuous functions of time.

Computed radiative forcing changes for annual stratospheric sulfur injection rates SSRM up to
100 MtonneS/yr (Laasko et al., 2022) were fit with functions of the form ∆F = Ftypee

−SSRM/Stype for
sectional and modal type models of the relevant atmospheric processes. Since the resulting values
of Stype were the same to well within the accuracy of the procedure, those values were averaged
for simplicity. The input value maximum value Smax used in the manuscript was set equal to the
upper limit of the sulfur injection rates investigated by Laasko et al. (2022). A subsequent preprint
from Laasko et al. (2023) notes that radiative shield estimates depend both on which earth systems
model is is used for examining stratospheric sulfur injection and details of the injection scheme and
concurrent evolution of <CO2> in addition to where a sectional or model microphysics model is
chosen, detailed modeling of which was avoiding here for simplicity. The value of the parameter
Fw used for the manuscript to limit radiative shielding as SSRM approaches and transiently exceeds
Smax was chosen to limit that overshoot to one TtonneS/yr. With the choice of Ftype = 15.545
W/m2 choice from Table S0, this limitation is insignificant through the twenty-second century even
in the face of strong SRM cooling starting in the twenty-first century. However, with the “costlier
SRM” choice Ftype = 6.2693 W/m2, a limitation can be encountered early in the twenty-second
century with strong SRM cooling starting in the twenty-first century, so users should take care to
check if the default choice of SSRM = 100 MtonneS/yr in Table S1 is appropriate for their purposes
if exploring such cases.

The parameters in the equation for sea level were calibrated against data for the difference of
sea level from a fit to its height in 1990. The increase H0 = 0.26 m of sea level from 1750 to 1990 is
from Grinsted et al. (2010). (Estimates for differences from 1990 were as an average for estimates
from 1980–1999.) This model provides a good fit to post-World-War-II estimates of changes in
global mean sea level, but it does not attempt to separately model several processes that affect
that level. In particular, it is not designed for long-term modeling of situations where effects of
ocean steric expansion and melting of land ice combine to have a different response to warming
than over the 1946–2015 time span (Dangendorf et al., 2019) used for calibration of the present
model’s parameters.

6.6. Background Economy. Economic impacts of climate change are treated as a perturbation
on a background economy for each of the sixteen regions described in the manuscript. Per capita
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GDP in the background economy is fit with a region-dependent constant plus a function that
depends on logistic growth of productivity. Managers of the division of productio11 between
investment and consumption are assumed to not attempt to guide that division in a way that
would take account of the value of that that region-dependent constant. The differences between
a region-dependent base level of per capital production given by the numbers in Table SG and a
bare subsistence level Ys are wasted, in the sense that they does not contribute to welfare. The
population fixed in each region is approximated as the constants Bo in Table S5 plus a logistic
fnnction. Managers of the division of production between investment and consumption arc also
assullled to not account for the labor supplied by that part of the population. 

The approach used here was adopted primarily to simplify the resulting equations. However,
it docs recognize the existence of unequal distribution of wealth, influence, and effective partic­
ipation in the labor force. It also recognizes that not all parts of consumption increase welfare 
(e.g. some expenditures on items deleterious to human health). vVhile this is a highly idealized 
way of dealing with complicated issues, so is a simple underlying model that counts average per
capita income as enhancing welfare for all segments of a population using a formula depending
only on consumption averaged over the size of the whole population. 

The pure time rate of preference p = 0.023 yr-1 was estimated form data on real interest
rntcs from Bank (200G) less f} time per capita GDP growth rates ( with down weighting of data
with higher nolllinal iuterest rates au<l conespoudi11g variability of associated real interest rates).
0 = 1.345 is the inven;e of the inter-temporal substitutability of consumption, estimated from a
least squares fit for a regression of ln[((lO0-{self-rcported wcllbcing))/100] on per capita income
for 41 countries from l\lyers and Diener (1995). The capital depreciation rate Telep= 0.0106/yr
was computed from the value of p and the value of t that was rounded to three significant
figures. This result with that rounding is very close to an estimate from data from the United
States of 0.0107 /yr from Bischoff and Kokklcnbcrg (1987). The labor fraction of production
1 - a= w = 0.675 is the mean of estimates for 31 countries from Gollin (2002). 

Both the underlying frnmework for how managers of capital arrange the division of produc­
tion and consumption and the simplicity and vintage of the above-mentioned parameters taken
to be coustaut both globally aud iu time are somewhat <liffereut from other models. For exam­
ple, in table 1 of Gazotti (2022) describing RICE50+, in the notation used here global constants
arc {0,a,p,f<lq>} = {1.45,0.3,0.015/yr, 0.1/yr} compared to {l.34-5,0.325,0.023/yr. 0.106/yr}.
(The parameter here denoted by 0 is referred to by Gazotti as elasticity over the marginal rate
of consumption.) In both of these two models, the underlying assumption about how managers
of capital make decisions. and the use of these regionally and temporally constants parameters
are choseu as much for simplicity as they are as a reAection of how i11vest1ueut decisions are
actually made. Some commonalities in the conceptual framework can nevertheless be helpful by
providing a framework for understanding what distinguishes one mode from the other. 

The evolution of capital stock Ko = R Ko is determined by maximizing welfare 

(6.2)

Here P = B1 L = Bi /(1 + e-(t-B2 )/B.1) for each region is increase in population since 1820,
ys = 0.601 k$ 1990 ppp (purchasing power parity) is an estimate of subsistence level per capita
GCP based on fits to the CHI region, and Cu = C0/(R /[) is per capita GDP. Converting time
to the dime11sio11less variables= (t - tb)/t, 

(6.3)

(6.4)

(6.5)

fJ = ((Rj[)/B 1ys)) 1-0

Wo = l000B d e-P-'2 _("' ( (e-P• L-/JC)/(0-1)) ds
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with s = (t−tb)/t̄, and sm = (t−tm)/t̄. The factor of 1000 converts from Gperson-yr to M-personyr.
The times tb at the beginning of the data ranges noted in Table 1 of the manuscript and the

maximum time tm are chosen long enough before and after the times for which the result is used
that their precise values are not significant. The comparative simplicity of the expression for W0

results from the observations that the Euler-Lagrange equations for dimensionless capital stock
K0 = K̃0K̄ are independent of multiplicative constants and of any functions of time that do not
depend on the control variable K(s). Here, for each region, as above for but for brevity without
the subscript r,

(6.6) C0 = Y0/α− rdepK0 − K̇0

and

(6.7) Y0 = aKα
0 L

ω

The productivity coefficient is a = 1/(1 + e−(s−b2 t̄)/(b3 t̄)), and an overdot indicates differentiation
with respect to s. The function K0(s) must satisfy the Euler-Lagrange equation

(6.8) δL/δK0 = d(δL/δK̇0/ds)

where δ/δK0 and δ/δK̇0 represent derivatives with K0 and K̇0 considered as independent variables

and then d/ds is considered to be differentiation with respect to s with δL/δK̇0 considered to be a
function of one variable, s.

Multiplying both sides of the Euler-Lagrange equation by eρsL−θCθ
0 . Note that t̄ is defined so

that ρ + rdep = 1 with ρ = ρ̄t̄ and rdep = r̄dept̄. Also, L̇/L = µM with µ = t̄/B3 for each region,
and M = 1− L. The Euler-Lagrange equation becomes

(6.9) R0 = Ċ0/C0

where R0 = (F − 1 + µθM)/θ (Eq. 4.83 above) and F = Y0/K0 (Eq. 4.81 above). Setting G0 =
(C0/K0)/γ with γ = α−1−r, using the zeroth order monetary balance equation C0 = Y0/α−rK0−
K̇0 from Eq. (4.84) above, computing Ċ0, and rearranging terms gives

(6.10) F0 = 1 + δz − (θ/ω)Ḟ0/F0 + θĠ0/G0

with z = 1− a. Expanding this equation in powers of δ yields an asymptotically convergent series
solution for F0, the first two terms of which add to 1 + δz. Solving 1 + δz = Y0/K0 = a(L/K0)

ω

for K0 then gives K0 = (a/(1 + δz))1/ωL, which is Eq. (4.77) above with Y0 as in Eq. (4.79) and
the subscript r again omitted for brevity.

The approximation for K0 does not depend on boundary conditions at sb and sm for the second
order differential equation δL/δK0 = d(δL/δK̇0/ds). Numerical integration confirms that the
influence of the initial condition decays exponentially on a timescale of t̄. The influence of the
terminal boundary condition similarly decays exponentially on a timescale of t̄ moving towards
times earlier than the terminal boundary time. That is, the solution “forgets” about the initial
boundary condition at much earlier times and “does not anticipate” a terminal boundary condition
set sufficiently far in the future.

The formulas used to model the rate growth of the capital stock in each region is approximated
as being small compared to the inverse of the capitalization time, t̄ = 1/(ρ̄+ r̄dep). That the rate
of growth of capital stock is small compared to 1/t̄ is more appropriate for the USA region, for
example, than for the CHI region. The background economy model used here should thus be viewed
as semi-empirical. That is, while it has a foundation in an underlying theory, the circumstances
in which that theory describes decision processes leading to the rate of change of capital stock
are limited. The primary purpose of the treatment of the background economy used here is to fit
general historical data trends and extrapolate those trends over the shorter term while approaching
a longer-term limit consistent with physical limitations on the evolution of total carbon emissions.
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The range of historical data from 1820 (Maddison, 2003, 2010) and more recent data and short-
term International Monetary Fund (2019) extrapolations used for most of the model’s sixteen
regions includes years 1820–2024. (Maddison’s results were mapped onto the year 2019 boundaries
of countries and other UN reporting regions with partitioned units having earlier GDP numbers
divided in proportion to fractions at the time of partition, e.g. for the Baltic countries. Estimates
for missing years were geometrically interpolated between years for which estimates were available.
Maddison’s GDP numbers, accumulated for each of the sixteen regions, were then multiplied by
the ratio of their IMF data sums from 1995–1999 by those sums from Maddison.)

In view of economic reforms in India, the range of years used for parameter calibration starts
in 1991 for the SAS region. Setting aside years of recovery from the collapse of the Soviet block,
the years 1990–1990 are omitted for the CEE region and years 1990–2006 are omitted for the
FSU region. In view of a major economic perturbation in Southeast Asia, the years used for the
SEA region are 1820 and 1998–2024. Other economic perturbations, e.g. due to COVID, and even
China’s Great Leap and the twentieth century World Wars, are treated as events that economies
recovered from quickly enough that including data from those years does not obscure underlying
trends in economic growth.

Derivation of the rest of the expressions in the background economics module is summarized in
the comments below on the Welfare module. Total computed welfare for the background economy
for each region that comes from evolving K0 to maximize welfare (in formula numbered 6.1 above)
is given by Eqs. (4.146–4.148). The values of parameters in Table S4 determine the values of per
capita GDP corresponding, for example, to 1 and 2 person-years of computed welfare.

6.7. Impacts of Climate Change on Economic Productivity. This subsection summarizes
some of the differences between the model used in the manuscript and the FUND 3.9 model.
Note that the relationship between incremental GDP and productivity a is d ln(y − b0)/d ln a =
(1/ω)(1 + (δα/(1 + δz)), with α = 0.325. Neglecting the factor (δα/(1 + δz)), as being small
compared to uncertainties in the FUND 3.9 estimates of impacts of climate change on GDP, the
small fractional changes in incremental GDP can be approximated as (1/ω) times small fractional
changes in a.

6.7.1. Agriculture and Impacts Elasticities with Respect to per Capita Consumption. The model
used here has the impact of the rate of change of τ proportional to (τ ′)2 − (τ ′0)

2. This avoids
solution of a FUND 3.9 finite difference equation by, in effect, neglecting a contribution of order
the ratio FUND 3.9 timescale of 10 years for agricultural adaptation to the timescale for changes
in τ ′.

FUND 3.9 has the elasticity of the ratio of gross agricultural product to GDP with respect to
per capita GDP the same for all sixteen regions. Here, that elasticity depends varies from region
to region, based on regressions using (FAO, 2023) data from 1961–2016.

6.7.2. Heating. Here, the reduction in impact on economic productivity with increasing τ is pro-
portional to ArcTan(τ − τ0), where τ0 is the year 1990 temperature. FUND 3.9 uses the same
function of temperature, but with a coefficient for the MDE region that is 4.8 times as large as
for the USA. For the regions where it reduced the FUND 3.9 impacts (MDE, CAM, SAM, SAS,
SEA, and SIS), the coefficients for the ArcTan(τ − τ0) function were here set equal to the USA
region values times ratios of years 1997–2013 averages of U.S. National Weather Service heat index
heating degree days (Atalla et al., 2017) to that for the USA region. Those numbers were weighted
by year 2005 population for all countries in each region for which heating degree days entries were
listed.

Other than for agriculture and the new VC and OC models, numbers for elasticity of impacts
with respect to per capita GDP are the same here as in FUND 3.9. That is after accounting for how
FUND 3.9 variously uses GDP and per capita GDP in its formulas and using here the increment
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of per capita GDP over the constants listed in Table S2. The effects of <CO2> on ventilation
or human exposure and ocean coral have elasticities ϵV C = −1 and ϵOC = 0 respectively. This
difference is because the VC effect is computed on a per capita basis, while coral reef damage is
computed as a fraction of each affected region’s total economic production.

6.7.3. Cooling. FUND 3.9 models the economic impact of space cooling as proportional to the 3/2
power of the difference between global average temperature and its year 1990 value. To avoid
imaginary numbers for temperatures lower than the 1990 value, Eq. 4.110 above has that effect
proportional to τ2− τ20 , where τ0 is the year 1990 temperature. This model matches the FUND 3.9
model for temperatures in 1990, 2019, and when τ = 4.19 ◦C.

6.7.4. Ventilation. Studies of the effects of carbon dioxide exposure on human mental perfor-
mance (Satish et al., 2015; Snow et al., 2019) motivated inclusion of a model of the cost of improving
ventilation (or of failing to do so) as a function of <CO2>. The values of cV C

r listed in Tables S8A
and S8B are αV C/(1000y1r). Here αV C = CV CVV CρV C . The year 2009 dollar cost per tonne of CO2

scrubbing in USD2019 of CV C = 600(225.7/229.4) is an estimate of the cost (APS, 2011) times a
2019 to 2009 U.S. consumer price index ratio. The ventilation rate in liters per year for each person
is VV C = 11.7 ∗ 0.3 ∗ (3600 ∗ 24 ∗ 365.25), with occupancy space (O’Keefe, 2017) of 11.7 m2/person
and ventilation rate of 0.3(liters/s)/m2 (ANSI/ASHRAE, 2019) converted to (liters/yr)/m2 by
multiplying by the number of seconds in a year. The number of tonnes of CO2 per ppm CO2 is
ρV C = 10−6(44 ∗ 10−6)/22.4. The factor of 1000 multiplying the tear 2019 incremental per capita
GDP converts from k$2019ppp/yr to $2019ppp/yr.

6.7.5. Sea Level. Here, for relative simplicity, only impacts of dry land loss are included from a
substantially more complicated FUND 3.9 model that includes coastal protection options and effects
on wetlands. The results are close enough to those of the FUND 3.9 model to highlight regions
(e.g. SIS) where impacts of sea level change are not very small compared to other impacts of climate
change on productivity.

Fractional impacts on GDP from sea level change are estimated as (km)2/yr of dry land loss
times value per km2, divided by GDP. The formula for this is

(6.11) fOT
r = −ROT (δ

OT
r /(106AOT

r ))dH1+σr
m /dt

where Hm = H/(1 m). The expansion of the time derivative dH1+σr/dt = (1+ σr)H
σrdH/dt with

dH/dt = dS/dt = aS(τ − τS) is used to get the results for cOT
r in Tables S8A and S8B.

The value of ROT = 6.3 is the ratio 4/0.635, rounded from 6.299, of parameters denoted in the
Fund 3.9 documentation as ϕ=4 M$/(km)2 and YA0=0.635 M$/(km)2. The parameters δOT

r (from
FUND 3.9 table SLR column 2), are (km)2 of cumulative land area losses per unit of (S/(1m))σr ,
where S/(1m) denotes sea level increase since 1750 (with 1 m in the denominator to make Sr/(1m)
dimensionless). The exponents σr listed above in Table S6 iare computed from FUND 3.9 table
SLR column 3 values of (1+σr). Total summed regional land areas (UN, 2017), AOT

r , are in (Mm)2.
The factor of 106 in front of AOT

r in the above equation for fOT
r converts these numbers to (km)2.

6.7.6. Coral Reef Loss. The entries for cOC
r in Tables S8A and S8B are equal to −VOCA

OC
r /Y1r

Here VOC = (255.7/177.2)0.177 in T$2019 per (Mm)2 of preindustrial coral reef areas is inflation-
adjusted from year 2000 to year 2019. AOC

r are preindustrial coral reef areas (Brander et al., 2009)
summed by region. Y1r = y1rP1r are regional GDP values in T$2019. Inclusion of impacts of coral
reef loss is meant to highlight environmental impacts on productivity in a way taken to be more
readily quantifiable way by managers of capital investment, not to fully substitute for the broader
scope of such impacts covered in the FUND 3.9 model.
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6.7.7. Diseases. Here, and in the following description of damage from storms, parameter values
from tables in Anthoff & Tol (2014a) are followed by table numbers in parentheses from that
reference. The fractional impacts on GDP from mortality and morbidity caused by diarrhea are
respectively

(6.12) fDT
r = −(yr/y0r)

ϵDT 2−νDT (t−2000)VK(µDT
r /1000)ηDTR

T
r T/CT

(6.13) fMT
r = −(yr/y0r)

ϵMT 2−νMT (t−2000)VM (µMT
r /1000)ηMTR

T
r T/CT

The value of CT = 13.6 American Institute of Physics (2022) is an estimate of the preindus-
trial global average in ◦C (i.e. absolute temperature in Kelvin less 273.13). The expression
(1 + δDT τ/CT )

ηDT − (1 + δDT τ0CT )
ηDT that would follow from using the formula in the FUND

3.9 documentation has been replaced by expansions through first order in τ/CT and τ0/CT for
simplicity, and similarly for fMT

r .
The parameters VK = 200 and VM = 0.8, from the FUND 3.9 documentation section 5.12 are

ratios. Those ratios are cost per person of death, or the onset of morbidity form diarrhea, divided by
per capita GDP. The parameters µDT

r (HD 3) and µMT
r (HD 4) are respectively the corresponding

increases of mortality and morbidity per ◦C of regional temperature increase. Values for ηDT and
ηMT are listed in Table B2. Values for ϵDT , ϵMT and νDT = νMT are listed above in Table S7

The fractional impacts on GDP from mortality due to vector-borne disease are

(6.14) fV T
r = −(yr/y0r)

ϵV T 2−νV T (t−2000)VK10−6(µMD
r αMD + µDF

r αDF + µSM
r αSM )RT

r T

Here µMD
r (HV 2), µDF

r , (HV 4), and µSM
r (HV 6) are respectively base level annual mortality rates

(per million people, hence the factor of 10−6) respectively from malaria, dengue fever, and schisto-
somiasis. Corresponding changes in those mortalities per ◦C of regional temperature increase, αMD,
αDF , and αSM from Table HV of Anthoff & Tol (2014b) are listed in Table B2. Values of ϵV T and
νV T are listed in Table 1 of Section 2.

6.7.8. Storms. Fractional GDP impacts due to property damage from storms use parameter values
from (Anthoff & Tol, 2014a).

(6.15) fST
r = fPS

r + fPE
r

where

(6.16) fPS
r = −(yr/y0r)

ϵSTαPS
r δSTγSTT

and

(6.17) fPE
r = −(yr/y0r)

ϵSTαPE
r δPE

r RTCT

with

(6.18) RTC =
((< CO2 >1 / < CO2 >pre)− 1)

T1

with T1 = τ1 − tau0 Here, αPS
r and αPE

r are background property damage rates from tropical and
extratropical storms respectively. The parameters δPE

r from Table ETS of (Anthoff & Tol, 2014a)
are regional sensitivities to extratropical storms from climate change. Conversion from sensitivities
to < CO2 > to sensitivities to global average temperature is done using the ratio RTC .

Fractional GDP impacts due to people being killed by storms are

(6.19) fKT
r = fKS

r + fKE
r

where

(6.20) fKS
r = −(yr/y0r)

ϵKT VKαKS
r δSTγSTT

and

(6.21) fKE
r = −(yr/y0r)

ϵKT VK10−6βKE
r δPE

r RTCT
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Here αKS
r (TS 3) and βKE

r (ETS 4) are background mortality rates from tropical and extratropical
storms respectively. (FSU and CAM FUND 3.9 table entries for βKE

r (ETS 4) are identical to five
digits but were left as is in view of their resulting very small values of cKE

r for both.) Including the
factor of 10−6 in front of βKE

r assumes that the entries for βKE
r (ETS 4) are per million people, for

consistency with other entries in the FUND 3.9 parameter tables. Here γST = 3 and the values of
δST are from (ETS 3). The value of ϵKT is listed in Table S7 above.

6.8. Computed Welfare. The Euler-Lagrange equation with climate change impacts on produc-
tivity included as a(1 + ϵD) is the same as described above, but with C0 replaced by C0 + ϵC1

Multiplying that Euler-Lagrange equation F − 1 + µθM = θĊ/C by θ gives

(6.22) (F − 1 + µθM)C/θ = Ċ

Expanding Y = (a + ϵaD)(K0 + ϵK1)
αLω = a(1 + ϵD)(1 + ϵK1/K0)

αKα
0 L

ω through first order
in ϵ gives Y = Y0 + ϵY1 where Y0 = aKα

0 L
ω and Y1 = Y0(D + αK1/K0). Expanding C =

Y/α− rK0 − rK1 − K̇0 − K̇1 = C0 + ϵC1 through first order in ϵ gives C0 = Y0/α− rK0 − K̇0 and,
using Y0/K0 = F0,

(6.23) C1 = Y0D/α+ F0K1 − rK1 − K̇1

Thus,

(6.24) Ċ1 = Ẏ0D/α+ Y0Ḋ/α+ Ḟ0K1 + F0K̇1 − rK̇1 − K̈1

On the right-hand side (rhs) of the Euler-Lagrange equation, expanding F = Y/K = bK−ωLω

through first order in ϵ gives F = F0 + ϵF1, with

(6.25) F1 = F0(D − ωK1/K0)

The multiple (F − 1 + µθM) of C/θ on the rhs of the Euler Lagrange equation, expanded through
first order in ϵ, can be more compactly written as (θR0 + ϵF1) where

(6.26) R0 = (F0 − 1 + θµM)/θ

Multiplying (θR0 + ϵF1) by (C0 + ϵC1)/θ and again expanding through first order in θ, cancelling

R0C0 on the left-hand side and Ċ0 on the rhs, and dividing by ϵ gives

(6.27) R0C1 + C0F1/θ = Ċ1

Inserting the above expressions for C1, F1, and Ċ1 gives

R0(Y0D/α+ F0K1 − rK1 − K̇1) + C0F0(D − ωK1/K0)/θ

= Ẏ0D/α+ Y0Ḋ/α+ Ḟ0K1 + F0K̇1 − rK̇1 − K̈1

(6.28)

Putting only the inhomogeneous terms on the rhs and collecting coefficients of K̇1, K1, and D gives

(6.29) K̈1 + cdK̇1 + ckK1 = cpD + (Y0/α)Ḋ

where cd = r(1−R0)− F0,

(6.30) ck = R0(F0 − r)− Ḟ0 − (ω/θ)F0C0/K0

and

(6.31) cp = Ẏ0/α−R0Y0/α− F0C0/θ

For examples where the timescale for changes in the inhomogeneous terms on the rhs of this
equation are long compared to the capitalization time t̄, as allowed by the Green Deal and SRM
policies parameters used for exploration of such examples, solution for K1 is approximated as
K1 = K10 +K11 where

(6.32) K10 = (cpD + (Y0/α)Ḋ)/ck
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and

(6.33) K11 = −(K̈10 + cdK̇10)/ck

Numerical solution of the full equation confirms that, like for the equation for K0 as described
above, the solutions “forget” about initial conditions and “do not anticipate” terminal boundary
conditions except for exponential decay of such effects on a t̄ timescale.

The reference empathy factor femp,ref = 0.05 is based on non-military U.S. foreign aid to Africa
in 2020 (Haines, 2023) as a fraction of U.S. GDP.

The author of this Supplementary Information thanks Seungmi Kim for comments.
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P. B., Jeltsch-Thömmes, A., Koven, C., Mengis, N., Menvie, L., Michou, M., Mokhov, I. I., Oka,
A., Schwinger, J., Séférian, R., Shaffer, G., Sokolov, A., Tachiiri, K., Tjiputra, J., Wiltshire,
A., & Ziehn, T. 2020. Is there warming in the pipeline? A multi-model analysis of the Zero
Emissions Commitment from CO2. Biogeosciences, 17, 2987–3016.

MacFarling Meure, C., Etheridge, D., Trudinger, C., Steele, P., Langenfelds, R., van Ommen, T.,
Smith, A., & Elkins, J. 2006. Law Dome CO2, CH4 and N2O ice core records extended to 2000
years BP. Geophysical research letters, 33(14), https://doi.org/10.1029/2006GL026152.



32

Maddison, Angus. 2003. The world economy: Historical statistics. Organisation for Economic
Cooperation and Development.

Maddison, Angus. 2010. Historical statistics of the world economy: 1-
2008 AD. Organisation for economic cooperation and development.
https://www.rug.nl/ggdc/historicaldevelopment/maddison/releases/maddison-database-
2010?lang=en. Accessed 22 August 2019.

Masson-Delmotte, V., Zhai, P., Pirani, A., Connors, S. L., Pèan, C., Berger, S., Caud, N., Chen, Y.,
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